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Context: Software testing is an expensive and time-consuming process. Software engineering teams are often

forced to terminate their testing efforts due to budgetary and time constraints, which inevitably lead to long

term issues with quality and customer satisfaction. Test case prioritization (TCP) has shown to improve test

effectiveness.

Objective: The results of our prior work on requirements-based test prioritization showed improved rate of

fault detection on industrial projects; the customer priority (CP) and the fault proneness (FP) were the biggest

contributing factors to test effectiveness. The objective of this paper is to further investigate these two factors

and apply prioritization based on these factors in a different domain: an enterprise level cloud application.

We aim to provide an effective prioritization scheme that practitioners can implement with minimum ef-

fort. The other objective is to compare the results and the benefits of these two factors with two risk-based

prioritization approaches that extract risks from the system requirements categories.

Method: Our approach involved analyzing and assigning values to each requirement based on two important

factors, CP and FP, so that the test cases for high-value requirements are prioritized earlier for execution. We

also proposed two requirements-based TCP approaches that use risk information of the system.

Results: Our results indicate that the use of CP and FP can improve the effectiveness of TCP. The results also

show that the risk-based prioritization can be effective in improving the TCP.

Conclusion: We performed an experiment on an enterprise cloud application to measure the fault detection

rate of different test suites that are prioritized based on CP, FP, and risks. The results depict that all approaches

outperform the random prioritization approach, which is prevalent in the industry. Furthermore, the pro-

posed approaches can easily be used in the industry to address the schedule and budget constraints at the

testing phase.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Software testing can often be a tedious and expensive process

[1,2], and can often add up to 50% of the total software cost [3,4]. With

limited time and resources, companies are often unable to complete

their testing efforts, resulting in software that might not meet cus-

tomer needs. In order to facilitate effective testing, the concept of test

case prioritization (TCP) is often applied to the suite of test cases such

that the test cases are run in an order that improves the rate of fault

detection [5–7]. By improving the rate of fault detection, the testing
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teams can mitigate many of the testing issues by reducing the time

and cost associated with testing.

To date, the research conducted in TCP has primarily focused on

improving regression testing efforts using white box, code level and

coverage-based approaches [5,6,8]. Regression testing allows soft-

ware engineers to test changes made to the system to ensure the code

changes made do not introduce new faults in the software system

[9]. Regression testing is a necessary and important maintenance ac-

tivity for improving software quality, but it can require a substantial

amount of time and effort as software systems and numbers of test

cases grow. While TCP techniques help address this problem by iden-

tifying important test cases to run earlier, the majority of them use

code coverage information [10], which can be expensive for practi-

tioners to apply [11]. Further, a software system is built upon its re-

quirements, so utilizing requirements information could potentially
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help identify more important or more error-prone test cases than just

using source code information.

To address this problem, in our prior work, we introduced a

prioritization of requirements for test (PORT) 1.0 scheme where we

showed the efficacy of TCP at the system level by considering four

factors for each requirement [13]. Test cases were prioritized based

on the priority of the requirement that was derived by assessing the

four factors, customer priority (CP), implementation complexity (IC),

fault proneness (FP), and requirements volatility (RV) [13] for each

requirement. Test cases that map to requirements with higher prior-

ity were ordered earlier for execution. We demonstrated the efficacy

of PORT 1.0 technique on four large industrial projects to show the

improved rate of fault detection, and thus test effectiveness [12,14].

From our prior study, with extensive sensitivity analysis, we learned

that CP was the biggest contributor to improving the rate of fault de-

tection [14]. These findings can be useful for the practitioners when

they have limited time and resources to execute the entire tests dur-

ing regression testing, but these studies were applied to the projects

under the same application domain, so whether these results gener-

alize to other application domains is an open question. Further, PORT

1.0 was applied mostly to software applications supporting hardware

that usually have a longer release cycle (products having yearly re-

leases). These software applications usually follow software process

similar to waterfall model and tend to have a longer release cycle.

While PORT 1.0 was validated in industrial projects on a hardware-

centric domain, PORT 2.0 is validated on an enterprise cloud appli-

cation for analytics that has customers around the globe for several

years.

Our goal in this paper is to present PORT 2.0 where we apply only

a set of factors toward prioritization. In our prior study, we found CP

and FP as most significant factors; thus we share the results of PORT

2.0, which uses only these two factors for prioritization of tests. Addi-

tionally we validate the approach on software as a service application

that follows a very iterative software process where release cycles are

as frequent as monthly. In addition to utilizing these two factors, we

also investigate whether the use of risk information extracted from

the system can improve the effectiveness of test case prioritization. In

this paper, we show the application of these prioritization techniques

on an enterprise-level software system as a service (SaaS) application.

The software application, which has several million lines of code, is

an enterprise level marketing analysis system that has thousands of

customers around the globe. The product team for this application is

spread across five geographical locations with thousands of use cases

being used by customers every day.

The contributions of this paper include development and valida-

tion of two requirements-based prioritization approaches and the

validation on an enterprise-level cloud application. Our results indi-

cate that the use of CP and FP can improve the effectiveness of test

case prioritization. The results also show that the risk-based prioriti-

zation can be effective in improving the test case prioritization. Fur-

ther, we found that there are some cost-benefit tradeoffs among these

approaches, thus we believe that the findings from this study can help

practitioners to select an appropriate technique under their specific

testing environments and circumstances.

The remainder of the paper is structured as follows. Section 2

describes the research motivation and two different requirements-

based test prioritization approaches. Sections 3 and 4 present our ex-

periment including research questions, experiment setup, and anal-

ysis. Section 5 discusses the results of our study, and Section 6

describes background information and the related work. Finally,

Section 7 presents conclusions and future work.

2. Research motivation and approach

In this section, we discuss our research motivation and then de-

scribe two proposed requirements-based approaches: PORT 2.0 that

applies two factors CP and FP, toward prioritizing test cases, and a

risk-based prioritization technique that prioritizes based on risks as-

sociated with requirements categories. To facilitate these approaches,

we had developed a tool called requirements based testing (Re-

BaTe) and we provide an overview of ReBaTe tool architecture in

Section 2.3.2.

2.1. Research motivation

Although SaaS has gained acceptance in the past years, it presents

the community with a new set of software engineering challenges.

Because SaaS is delivered to the customer on cloud, there is one ver-

sion hosted online for all customers. Thus, to remain competitive, the

vendors have to make frequent software updates as often as every

two weeks, and maintain high software quality and reliability stan-

dards. While SaaS has benefits for customers, quality management

has been a major challenge for providers. The system has to be avail-

able and functional 24 hours seven days a week. Because all cus-

tomers are using one version of software, the impact of faults in the

system is amplified and there is a need to minimize escape of faults to

the field. Finally, frequent updates and software releases provide very

little time to testing teams to effectively complete testing efforts, and

so there is a need to have effective regression testing techniques. The

test case prioritization techniques add much more value to the ap-

plications on cloud because of the timeliness involved in releasing

updates and the need to ensure quality because of the broader im-

pact of a single failure to the entire customer base. These issues make

the regression testing efforts very difficult and there is a dire need for

test case prioritization techniques.

In our prior validation of PORT 1.0 on industrial applications [12],

we observed that CP was the highest contributing factor toward im-

proved test effectiveness. Based on our prior research we found that

these factors contributed toward quality and therefore were selected

in PORT 1.0 [13,14]. Our motivation toward selecting these require-

ments engineering factors is discussed in detail in [13,14]. In this pa-

per, we extend our prior study to PORT 2.0 that applies prioritization

only on two factors – CP and FP, both are critical in understanding

customer usage of the applications. It is imperative to present an ap-

proach that practitioners can find easy to use and apply with mini-

mal effort, and also achieve testing effectiveness. In addition to these

two factors, risk information associated with requirements could pro-

vide a means to identify important test cases that can reveal highly

risky defects. By identifying and fixing such defects earlier, we can

further speed up the regression testing process and release more re-

liable products. With these motivations, in this work, we investigate

whether these factors can indeed improve the effectiveness of test

case prioritization. We believe that our research outcomes can help

practitioners apply this technique without requiring advanced math-

ematics or statistics, and with minimal effort of collecting and ana-

lyzing these factors in the test planning phase.

2.2. Prioritization strategies

In this work, we consider three PORT-based prioritization ap-

proaches and two risk-based approaches. The following subsections

describe them in detail.

2.2.1. PORT-based prioritization

Our prior contribution to the test case prioritization problem was

the development of PORT 1.0 [12,13,14]. Evaluation of PORT 1.0 en-

abled the software engineering team to assign values to four criti-

cal factors: customer priority (CP), fault proneness (FP), requirements

volatility (RV), and implementation complexity (IC). The selection of

the PORT factors was based on prior research and a more thorough

discussion of the factors and their justifications can be found in our

previous work [12,14]. In our prior work, we validated PORT 1.0 on
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