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a b s t r a c t

From May to July 2015, there was a nation-wide outbreak of Middle East respiratory syndrome (MERS) in
Korea. MERS is caused by MERS-CoV, an enveloped, positive-sense, single-stranded RNA virus belonging
to the family Coronaviridae. Despite expert opinions that the danger of MERS might be exaggerated, there
was an overreaction by the public according to the Korean mass media, which led to a noticeable reduc-
tion in social and economic activities during the outbreak. To explain this phenomenon, we presumed
that machine learning-based analysis of media outlets would be helpful and collected a number of
Korean mass media articles and short-text comments produced during the 10-week outbreak. To process
and analyze the collected data (over 86 million words in total) effectively, we created a methodology
composed of machine-learning and information-theoretic approaches. Our proposal included techniques
for extracting emotions from emoticons and Internet slang, which allowed us to significantly (approxi-
mately 73%) increase the number of emotion-bearing texts needed for robust sentiment analysis of social
media. As a result, we discovered a plausible explanation for the public overreaction to MERS in terms of
the interplay between the disease, mass media, and public emotions.

� 2017 Elsevier Inc. All rights reserved.

1. Introduction

Middle East respiratory syndrome (MERS) is an infectious dis-
ease caused by the MERS-coronavirus (MERS-CoV) [1,2]. A large
outbreak of MERS occurred in Korea from May to July 2015 [3,4].
Although the country had advanced medical systems with reliable
public health monitoring capabilities, the outbreak, which started
with a single case, caused massive public fear, affecting various
aspects of civil life. Inappropriate initial responses and insufficient
information were believed to cause unnecessary social chaos [5–7].
Because of worries about infection, the majority of the public
refrained from performing normal social and economic activities

[8–10]. For example, owing to a sharp decrease in Chinese tourists,
the Korea Tourism Organization (KTO) reported that the number of
tourists in June decreased by 41% compared with the previous year
[11]. As a result, the country had to experience lower economic
growth than originally estimated before the outbreak, even though
the Korean government declared a de facto end to the MERS out-
break on July 28, 2015, approximately 10 weeks after the first con-
firmed case [12].

An overreaction to a moderate infectious disease by the public
can cause various unnecessary complications. By contrast, negli-
gence with regard to dangerous infections can result in a wide-
spread pandemic that could have been controlled by sufficient
public attention. For instance, although the incidence and mortal-
ity rate of tuberculosis in Korea are the highest among Organiza-
tion for Economic Co-operation and Development (OECD)
countries, public attention has not been drawn to this airborne dis-
ease as vividly as MERS.

Evidently, it would require significant time and resources to
monitor public thoughts of and reactions to infectious diseases in
a traditional way, which makes it inappropriate for the purpose
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of controlling infectious diseases requiring prompt public and gov-
ernment responses. Instead, utilizing social media can provide a
rapid and effective means for monitoring public health on a large
scale at low cost. A well-known example is Google Flu Trends,
which provides query-based estimates of influenza activities for
multiple countries [13].

To investigate what triggered public overreaction to MERS in
Korea, we presumed that machine learning-based analysis of
media outlets could provide a plausible explanation. From the
Internet, we collected articles reported by 153 news media outlets
in Korea and comments associated with these articles from day 1
(the first confirmed case on May 20, 2015) to day 70 (the de facto
end declared by the government on July 28, 2015). In Korea, in
addition to Twitter and Facebook (two widely used social networks
world wide), short-text comments on news articles are extremely
popular and often provide a common medium for expressing per-
sonal emotions and thoughts about social phenomena. The
machine learning challenges in sentiment analysis using Twitter
and Facebook data (such as short text lengths and semantic hetero-
geneity) would remain the same for mining the short-text com-
ments we collected.

Based on the collected data (which consisted of 86,324,566
words from 490,749 articles and 3,901,985 comments), we per-
formed thorough text mining and comparative analysis, focusing
on the interplay between the disease, social/mass media, and pub-
lic emotions. We developed a machine-learning engine for senti-
ment analysis of a large population. Our approach utilized
information-theoretic and machine-learning techniques (such as
topic modeling and word embedding) and included an effective
method for extracting emotions from texts that hold sentiments
(such as emoticons and so-called Internet slang). For comparative
analysis, we additionally collected and analyzed articles and com-
ments data for the H1N1 influenza epidemic in Korea in 2009 and
the Ebola hemorrhagic fever reports in Korea in 2014.

Through our analysis results, we discovered a loop of informa-
tion transfers [14] between the media and the public. We believe
that this discovery may provide a reasonable explanation of the
mechanism that triggered the overreaction to MERS in Korea. In
addition, we report various analysis results that should be helpful
for alleviating the excessive fear and overreaction of the public
regarding nation-wide infectious diseases occurring in the future.

2. Background

2.1. Middle East respiratory syndrome (MERS)

MERS is caused by MERS-CoV, which is an enveloped, positive-
sense, single stranded RNA virus belonging to the lineage C of the
genus Betacoronavirus (bCoV) in the family Coronaviridae [15]. It
was first isolated from the sputum of a 60-year-old man with
pneumonia in Saudi Arabia in 2012, and has since spread to the
Middle East, Africa, Europe, the United States, and Asia including
Korea [1,16]. As of January 10, 2017, World Health Organization
(WHO) has reported 1,879 laboratory-confirmed cases of MERS-
CoV and 659 deaths associated with MERS-CoV [17]. 27 countries
have been affected by an outbreak of MERS-CoV, but the majority
of cases (>85%) have been reported from Saudi Arabia [17]. Dro-
medary camels (Camelus dromedarius) are known to be the natural
source of infection in human, and consumption of contaminated
milk, urine, or meat as well as direct contact with infected camels
is the suspected transmission route [16]. In addition, human-
to-human transmission through close contact of an infected
individual with family members and health care workers was also
confirmed [18,19]. For example, Chen X. et al. [20] reported that

94.1% of MERS-CoV cases in the 2015 outbreaks in Korea had a his-
tory of contact in hospital facilities, and six cases (3.2%) were
infected with MERS-CoV through community contacts.

Clinical features of MERS-CoV infection in humans range from
asymptomatic or mild infection to severe acute respiratory dis-
eases, renal failure, and multi-organ failure leading to death [15].
A typical MERS symptom represents fever, shortness of breath,
and cough commonly, but not always accompanied by pneumonia
[17]. In addition, gastrointestinal symptoms, including diarrhea,
nausea, and vomiting, have also been observed [21]. The global
mortality rate was about 35.7% as of July 29, 2015, while it was
19.4% in Korea as of Aug 1, 2015 [3,4]. The high-risk group is males
above the age of 60 with underlying conditions such as cancer,
lung disease, and diabetes [17,22].

Currently, there is no specific therapeutic agent or approved
vaccine against MERS-CoV. Broad-spectrum antiviral, ribavirin, in
combination with interferon has been found to control MERS-
CoV, but their clinical usage is limited due to toxicities [23–25].
Various attempts have been made to develop vaccines against
MERS-CoV, and they are based on inactivated or attenuated
viruses, viral vectors, virus-like particles, DNAs, or recombinant
viral proteins [26]. In particular, subunit vaccines containing
Receptor binding domain (RBD) of viral S protein has been shown
to elicit strong neutralizing antibody responses in mice, represent-
ing a great potential for effective MERS-CoV vaccine development
[27,28]. In addition, RBD is an attractive therapeutic target of
anti-MERS-CoV drugs [26]. The RBD binds to CD26 or dipeptidyl
peptidase 4 (DPP4) expressed on epithelial cells and initiates infec-
tion of the host cells [29]. Furthermore, viral proteases such as
PLpro and 3CLpro, and viral accessory proteins are also potential
targets for antiviral agents [30–32].

2.2. Review of the analysis techniques used in this study

In text mining, the latent Dirichlet allocation (LDA) is a genera-
tive, probabilistic model for discrete data [33] and widely used in
natural language processing (NLP) for modeling corpora and dis-
covering topics therein. LDA considers a document as a mixture
of topics, whose distribution is assumed to have a Dirichlet prior.
The applications of LDA include topic modeling, document classifi-
cation, and collaborative filtering.

For representing words in a text for analysis, we utilize the
Word2Vec method, an NLP algorithm that takes a corpus and
returns vector representations of the words in the corpus [34].
Word2Vec builds a vocabulary from training data and then learns
word representations by, for instance, either the continuous bag-
of-words (CBOW) method or the continuous skip-gram method.
These representations allow us to add and subtract concepts as if
they were ordinary vectors. For instance, we can evaluate an inter-
esting query ‘‘queen � woman + man” to the result ‘king.’ Accord-
ing to Mikolov et al. [34], the CBOW model tends to be more
efficient than the skip-gram in training time and has slightly better
accuracy for handling frequent words. On the contrary, the skip-
gram model is known to be better for limited training data with
rare words of phrases.

In this study, we use the skip-gram model because of the need
for handling infrequently occurring Internet slangs and their lim-
ited training data. In the skip-gram model, we associate each word
w 2 W with a vector vw 2 Rd, where W is a vocabulary set, and d is
the embedding dimensionality. Let us suppose that the training cor-
pus contains a sequence of 2nþ 1 words: wi�n; . . . ;wi�1;wi;

wiþ1; . . . ;wiþn. The objective function of the skip-grammodel is rep-
resented by the sum of the log probabilities of the n words sur-
rounding the target word wi [34]:
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