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Protein complexes comprising of interacting proteins in protein-protein interaction network (PPI
network) play a central role in driving biological processes within cells. Recently, more and more swarm
intelligence based algorithms to detect protein complexes have been emerging, which have become the
research hotspot in proteomics field. In this paper, we propose a novel algorithm for identifying protein
complexes based on brainstorming strategy (IPC-BSS), which is integrated into the main idea of swarm
intelligence optimization and the improved K-means algorithm. Distance between the nodes in PPI
network is defined by combining the network topology and gene ontology (GO) information. Inspired
by human brainstorming process, IPC-BSS algorithm firstly selects the clustering center nodes, and then
they are separately consolidated with the other nodes with short distance to form initial clusters. Finally,
we put forward two ways of updating the initial clusters to search optimal results. Experimental results
show that our IPC-BSS algorithm outperforms the other classic algorithms on yeast and human PPI
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networks, and it obtains many predicted protein complexes with biological significance.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

The occurrence of complicate life phenomenon is influenced by
multiple factors, which suggests the proteins are not isolated in the
cell during life activities [1-3]. That is, biological functions are car-
ried out by protein complexes consisting of closely associated pro-
teins [4-6]. Thus the research of identifying protein complexes in
PPI networks is meaningful. It provides strong support to further
study the biological behavior, predict protein functions and design
drugs [7]. In the meanwhile, it promotes researches and develop-
ments in various disciplines, such as biology, medicine, bioinfor-
matics, etc. Although it provides strong support to plumb the
mysteries of human life, it is challenging to devise effective algo-
rithm for discovering complexes from human PPI network [8,9].

So far, the traditional clustering methods have been success-
fully developed to identify protein complexes in PPl networks
but each has defects, such as partition-based method, level-based
method, and density-based method. The partition-based method
is a practical way to cluster, but its efficiency strongly depends
on the pre-known knowledge, especially it is necessary to give
the clusters’ number in advance [10]. This directly affects the
forecast results, because of the actual number is unknown. The
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level-based algorithm can identify diverse modules and present
clearly hierarchy but is very sensitive to the noise of data [10].
Besides, the density-based and local search algorithms typically
focus on the relatively dense sub-graphs, while they neglect many
peripheral proteins that have few connections with the core
protein clusters [10]. Thus, biologically meaningful protein
complexes without highly connected topology are ignored. More-
over, one common major drawback of these approaches is that
the nodes which have been erroneously placed into complexes in
the previous steps have no chance to be corrected in the subse-
quent steps, which results in “module barrier”. Such influences will
be accumulated and amplified on the follow-up processes.
Recently, swarm intelligence algorithms have been widely
applied and shown excellent performance in the field of network
routing, path planning, image processing and clustering analyzing
to solve many complex problems. Thus a new kind of clustering
mechanisms based on the swarm intelligence to detect protein
complexes has become a new research hotspot in this field. In
2008, Sallim et al. [11] firstly propose algorithm ACOPIN that is
based on the process of finding an optimal path by ACO to cluster
proteins in the PPI network. Using a global optimization model
based on PPI networks, ant colony optimization algorithm for pre-
dicting protein functions is proposed by Wu et al. [12] in 2011.
Next year, Ji et al. [13] introduce the PPI network’s topology and
protein functional information into the ant colony algorithm,
which is named NACO-FAMD algorithm. In addition, Lei [14]
defines joint strength to improve ant colony optimization, and then
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applies it to cluster proteins in PPI networks. These researches
have shown that the mechanism of intelligence optimization algo-
rithms can effectively identify protein complexes in PPI network,
while the complicated algorithm designing process leads the time
complexity relatively high.

In classic swarm intelligence algorithms, each individual is rep-
resented by a simple object such as birds in PSO (Particle Swarm
Optimization) [15], ants in ACO (Ant Colony Optimization) [16],
bacteria in BFO (Bacteria Foraging Optimization) [17], etc. In PSO
algorithm, its searching speed and efficiency are suitable for the
real deal, however, for the discrete optimization problem, each
individual is greatly influenced by the best one in each iteration
so that it’s easy to lose population diversity and then fall into pre-
mature convergence. The ACO algorithm is derived from the forag-
ing behavior of ants, so it’s easy to form “simple obedience”
because of the influences of pheromone between individuals
within a group. Critical spirit and creativity are weaken by group
thinking, thereby the quality of decision is influenced. In BFO algo-
rithm, it is not sensitive to the initial value and parameter. It is
robust, simple and easy to achieve, as well as the advantages of
parallel processing and global search, but there is not enough high
precision and fast convergence speed during the application pro-
cess. Nevertheless, human beings as social animals with innovative
thinking are the most intelligent animals in the world. Sharing of
creative thinking between groups generates the sensitivity of nat-
ure and strong learning ability which are useful for clustering and
partition in IPC-BSS algorithm.

In this paper, inspired by the concept of swarm intelligence
optimization and human collective behavior, we propose a novel
algorithm IPC-BSS to identify protein complexes based on brain-
storming strategy. In the main idea of our IPC-BSS algorithm, pro-
tein is regard as individual while protein complex as group.
Individual thinking and discussing in this process is unrestricted.
Its aim is to emerge new ideas or inspire innovative ideas. Every-
one reflects on a special field with freedom, thus creative brain-
storming arises. Once a new viewpoint or solution comes into
being, speak it loudly, and then a new one will be put forward
on the basis of it. However, these standpoints are only recorded
but not assessed until the end of the brainstorming session. Subse-
quently, a new method with creative thinking begins to take shape.
[PC-BSS algorithm aims to simulate the brainstorming process.
Firstly, the clustering center nodes in the PPI network are selected
and extended to form initial clusters according to the distance
between nodes, which is defined by combing network topology
with GO (gene ontology) information and thus reflects the close
degree between proteins. Then the initial clusters are optimized
by dynamically searching the optimal results combining the
improved K-means [18] algorithm and the neighbor nodes to
update within or between the existing modules, which imitates
human idea generation process. Finally we merge and filter the
unsatisfied clusters to obtain final protein complexes. We validate
our algorithm on yeast and human PPI networks. The experimental
results show that IPC-BSS algorithm integrating with the creative
thought outperforms the other classic algorithms in practice for
detecting protein complexes, which indicates the strong global
optimization ability of the new approach.

2. Material and methods
2.1. Terms and definitions
2.1.1. Node clustering coefficient (NCC)
PPI network is typically modeled as an undirected graph G = (V,

E), where V denotes the set of nodes (proteins) and E = {(u, v)|u,
v €V} denotes the set of edges (protein interactions). For each node

iin graph G, all the nodes which connect with i constitute its neigh-
bor set represented as Nbs(i), then the clustering coefficient of node
i can be represented as Eq. (1).
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where n; denotes the actual number of edges among the nodes in
Nbs(i), |[Nbs(i)| x (|Nbs(i)] — 1)/2 denotes the theoretical maximal
number of edges which can be formed by the neighbor nodes. The
node clustering coefficient reflects the local density of a node [19].

2.1.2. Distance between proteins

Protein complex is formed by proteins interacting closely with
each other. We define the distance between nodes in PPI network
by combining the network topology with GO information [20] to
measure how closely do the pairwise proteins interact, as well as
reflect the topological similarity and functional consistency
between two proteins. The distance d(i, j) between two nodes i
and j is defined as Eq. (2):
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where the part before the plus sign represents the topological dis-
tance referenced by Czekanowski-Dice distance [21], IS(i) denotes
a set consisted of the neighbors of node i and itself, while A, U
and N represent the operation of symmetric difference, union and
intersection between two sets, respectively. The distance between
two nodes without any common neighbors is equal to 1 otherwise
greater than 0. It reflects that the shorter distance between two
nodes is, the more neighbors they share and thus they possess the
more similar functions. The topological distance suffers certain lim-
itation because of the noise in PPI network, which can be made up
by integrating with the functional annotations information. The
part after the plus sign denotes the functional similarity of two pro-
teins. f(i) and f(j) denote the set of functional annotations of pro-
teins i and j, respectively. The whole functional annotations set
can be obtained from the Uniprot Database [22]. Experiments have
showed that the more similar the functions are, the smaller the
functional distance is [23]. The distance integrating network topol-
ogy and GO information measures the probability of two proteins
participating into the same biological process.

2.1.3. Module closely associated degree (MCAD)

Taking the relationship among all nodes within a module into
account, MCAD defined as Eq. (3) quantifies how closely the nodes
in a group interact with each other.

Z |[Nbs(x)NNbs(y)|
xyeG;,(xy)eE min{[Nbs(x)—1],|Nbs(y)—1[}

MCAD; = E 3)

where E; and G; denote the number of edges and the nodes set in
group i, respectively. Then we define the average module closely
associated degree (avg_MCAD) denoted by Eq. (4) to measure the
overall module closely associated degree when partition a PPI net-
work into protein complexes.
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where Gg,,, represents the number of modules in network. When
avg_MCAD equals to the maximum value, the corresponding parti-
tion is viewed as the optimal cluster result in PPI network.
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