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a b s t r a c t

Context: Although many papers have been published on software defect prediction techniques, machine
learning approaches have yet to be fully explored.
Objective: In this paper we suggest using a descriptive approach for defect prediction rather than the pre-
cise classification techniques that are usually adopted. This allows us to characterise defective modules
with simple rules that can easily be applied by practitioners and deliver a practical (or engineering)
approach rather than a highly accurate result.
Method: We describe two well-known subgroup discovery algorithms, the SD algorithm and the CN2-SD
algorithm to obtain rules that identify defect prone modules. The empirical work is performed with pub-
licly available datasets from the Promise repository and object-oriented metrics from an Eclipse reposi-
tory related to defect prediction. Subgroup discovery algorithms mitigate against characteristics of
datasets that hinder the applicability of classification algorithms and so remove the need for preprocess-
ing techniques.
Results: The results show that the generated rules can be used to guide testing effort in order to improve
the quality of software development projects. Such rules can indicate metrics, their threshold values and
relationships between metrics of defective modules.
Conclusions: The induced rules are simple to use and easy to understand as they provide a description
rather than a complete classification of the whole dataset. Thus this paper represents an engineering
approach to defect prediction, i.e., an approach which is useful in practice, easily understandable and
can be applied by practitioners.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

In the recent past, the application of data mining techniques in
software engineering has received a lot of attention. Problems such
as planning and decision making, defect prediction, effort estima-
tion, testing and test case generation, knowledge extraction, etc.
can be reformulated using a set of techniques under the umbrella
of data mining [15,73,27]. The extracted patterns of knowledge
can assist software engineers in predicting, planning, and under-
standing various aspects of a project so that they can more effi-
ciently support future development and project management
activities.

Data mining provides techniques to analyse and extract novel,
interesting patterns from data. Formally, it has been defined as
the process of inducing previously unknown and potentially useful

information from data collections [23]: ‘‘The two high-level primary
goals of data mining in practice tend to be prediction and description’’.
The former is related to the prediction of unknown or future values
(e.g. classification tree models, regression models, etc.), the latter,
involves finding interesting patterns that can be easily understood
by humans (e.g. association and clustering algorithms). It is worth
noting that Fayyad et al. also state that: ‘‘the boundaries between
prediction and description are not sharp (some of the predictive
models can be descriptive, to the degree that they are understandable,
and vice versa)’’. For example, clustering algorithms can be used as
classifiers or supervised feature selection methods can be consid-
ered descriptive. There are also techniques that hybridise predic-
tion and description as in the case of supervised descriptive
techniques [43]. The aim of these techniques is to understand the
underlying phenomena rather than to classify new instances; i.e.,
to find interesting information about a specific value. The informa-
tion should be useful to the domain experts and easily interpret-
able by them.

In this work, we tackle the defect prediction problem through a
descriptive induction process using Subgroup Discovery (SD) tech-
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niques. These kinds of algorithms are designed to find subgroups of
data that are statistically different given a property of interest
[39,71,72,32]. SD algorithms can be both predictive, finding rules
given historical data and a property of interest; and descriptive,
discovering interesting patterns in data. For the same purpose,
there are other types of supervised descriptive techniques, Con-
trast Set Mining (CSM) [6] and Emerging Pattern Mining (EPM)
[19]. CSM finds contrast sets which are defined as conjunctions
of attribute-value pairs that differ significantly in their distribu-
tions across groups (class variable). These contrast sets may have
a very low support but they must clearly differentiate the different
groups. EPM captures emerging patterns (EPs) in time-stamped
databases or useful contrasts in classification datasets (with a class
attribute). EPs are defined as itemsets (using association rule ter-
minology) whose support increases significantly from one dataset,
D1, to another dataset, D2. EPM searches for characteristics that dif-
ferentiate two itemsets, D1 and D2, based on the growthRate1 (ratio
between both supports) as quality measure. These techniques have
similarities: they all use rules as representation techniques and have
been proved to be equivalent [43]. However, the SD approaches have
better tool support (including the Orange toolkit) and the quality
measures used as objective function focus on finding statistically dif-
ferent subgroups (this is explained in Section 3).

The main contributions of this paper are as follows. Firstly, to
propose a descriptive approach based on subgroup discovery for
defect prediction which allows us to characterise defective mod-
ules with simple rules that can easily be applied by practitioners.
Such rules can describe thresholds and relationships between met-
rics. In this paper, we show how SD algorithms induce rules that
can indicate defective software modules with a fairly high proba-
bility. To do this, we rely on the fact that SD algorithms mitigate
against some of the characteristics of datasets that hinder the
applicability of many classical classification algorithms such as (i)
imbalanced datasets in which the number of non-defective mod-
ules is much larger than the number of defective modules, (ii)
duplicated instances and contradictory cases and (iii) redundant
and irrelevant attributes. In the literature these problems have
mainly been tackled with preprocessing techniques such as sam-
pling and feature selection. SD algorithms can be an alternative
to classical classification algorithms without the need to apply pre-
processing techniques. Modifying the original data or using pre-
processing techniques does not always guarantee better results
and can make it more difficult to extract knowledge from the data.
SD algorithms, on the other hand, can be applied to the original
data without the need for sampling or feature selection techniques
and the representation of the rules makes them easy to apply.

In summary, we search for simple models represented as rules
capable of detecting defective modules rather than highly accurate
models. Thus our research question is: can subgroup discovery be
used to detect the most defective modules in a system?

We describe and compare two well-known SD algorithms, the
Subgroup Discovery (SD) algorithm [25] and the CN2-SD algorithm
[44], by applying them to several datasets from the publicly avail-
able Promise repository [52], as well as the Bug Prediction Dataset
(BPD) created by D’Ambros et al. [16,17].

The organization of the paper is as follows. Section 2 covers the
related work in defect prediction followed by background related
to subgroup discovery concepts in Section 3. Next, Section 4 de-
scribes the experimental work, including datasets, rule induction,
study of the generalisation of the rule induced and discussion of
the results. Section 5 covers the threats to the validity. Finally, Sec-
tion 6 concludes the paper and outlines future research work.

2. Related work

Defect prediction has been an important research topic for more
than a decade with an increasing number of papers including two
recent and comprehensive systematic literature reviews [12,29].
Many studies in defect prediction have been reported using tech-
niques which originated from the field of statistics and machine
learning. Such techniques include regression [8], logistic regression
[18,75], Support Vector Machines [20], etc. Others have their origin
in machine learning techniques such as classification trees [34],
neural networks [35], probabilistic techniques (such as Naïve
Bayes [53] and Bayesian networks [24]), Case Based Reasoning
[36], ensembles of different techniques and meta-heuristic tech-
niques such as ant colony optimisation [33,5,67].

Work has also been done on using rules as a representation
model or decision trees such as C4.5 [59] which can be easily trans-
formed to rules. For example, Koru and Liu [41] used C4.5 for defect
prediction with the NASA datasets to analyse the relationships be-
tween defects and module size. Also descriptive rules such as asso-
ciation rules [1] have been applied by Song et al. [66] to predict the
defect associations and defect correction effort. In general, rules
are easier to understand and apply than many other classification
techniques such as neural networks or ensembles of multiple clas-
sifiers which behave as black boxes and are difficult to generalise
across different datasets even when the same attributes are used.
Hierarchical rules, such as chained if . . . then . . . else rules are hard-
er to interpret and use by domain experts than independent rules
such as the ones obtained by SD approaches. For example, Van-
decruys et al. [67] reported the use of ant colonies as optimisation
technique for generating rules. A drawback of their approach is
that they cannot handle imbalanced datasets appropriately and
hierarchical rules can become hard to understand and apply. Azar
and Vybihal [5] have also used metaheuristic optimisation to in-
duce rules capable of predicting defective modules from a number
of static metrics that measure size, cohesion, coupling and inheri-
tance. In this case, the authors recognise and deal with the imbal-
ance by reporting Younden’s Jindex per class. In other work, Azar
et al. [4] also combine rules from different algorithms using meta-
heuristics. Their approach could be used to combine and select
rules induced from different SD algorithms (as shown in this work)
or as a postprocessing step if a large number of rules are generated.

Several papers have compared multiple techniques with single
datasets (e.g. [37]) or multiple datasets with multiple evaluation
measures. Peng et al. [57] evaluated 13 classification algorithms
with 11 measures over 11 software defect datasets. Although Sup-
port Vector Machines, nearest neighbour and the C4.5 algorithm
were ranked as the top three classifiers, the authors indicated that
a classifier which obtains the best result for a given dataset accord-
ing to a given measure may perform poorly with a different mea-
sure. Also in another work, Peng et al. [58] used 10 NASA
datasets to rank classification algorithms, showing that a CART
boosting algorithm and the C4.5 decision-tree algorithm with
boosting are ranked as the optimum algorithms for defect predic-
tion. Another extensive study, Lessmann et al. [45] compared 22
classifiers grouped into statistical, nearest neighbour, neural net-
works, support vector machine, decision trees and ensemble meth-
ods over 10 datasets from the NASA repository. The authors discuss
several performance metrics such as TPrate and FPrate but advocate
the use of Area Under the ROC (AUC) [21] as the best indicator
for comparing the different classifiers.

However, there are discrepancies among the outcomes of these
works where (i) no classifier is consistently better than the others;
(ii) there is no optimum metric to evaluate and compare classifiers
as highlighted in [49,56,74,53]; and (iii) there are quality issues
regarding the data such as imbalanced datasets, class overlaps,

1 growthRateðitemsetÞ ¼ supportD2
ðitemsetÞ

supportD1
ðitemsetÞ.
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