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Virtual sample generation approaches have been usedwith small data sets to enhance classification performance
in a number of reports. The appropriate estimation of data distribution plays an important role in this process,
with performance usually better for data sets that have a simple distribution rather than a complex one.
Mixed-type data sets often have a multi-modal distribution instead of a simple, uni-modal one. This study thus
proposes a new approach to detect multi-modality in data sets, to avoid the problem of inappropriately using
a uni-modal distribution. We utilize the common k-means clustering method to detect possible clusters, and,
based on the clustered sample sets, a Weibull variate is developed for each of these to produce multi-modal vir-
tual data. In this approach, the degree of error variation in theWeibull skewness between the original and virtual
data ismeasured and used as the criterion for determining the sizes of virtual samples. Six data setswith different
training data sizes are employed to check the performance of the proposed method, and comparisons are made
based on the classification accuracies. The results using non-parametric testing show that the proposed method
has better classification performance to that of the recently presented Mega-Trend-Diffusion method.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Companies can gain a competitive advantage by speedily providing
newproducts, butwhen these are in the pilot run stage there is generally
only a small amount of data that can be used to improve their perfor-
mance, due tofinancial and time limitations. It is thus important to devel-
op analysis methods for use with small data sets, in order to achieve
better classification performance [19,20,23,25,28]. Many approaches
have been proposed to deal with this issue, with, for example Das and
Nenadic [8] and Xu et al. [33] creating algorithms for certain data sets.
While this approach is very effective for specific classifiers, the classifica-
tion is less accurate when the items in the data sets have various charac-
teristics [12]. Other researchers have utilized virtual sample generation
(VSG) methods to enlarge data sets, such as those in Yang et al. [34], Li
et al. [19] and Li and Lin [21], which all used VSGmethods based on esti-
mated density functions. Poggio and Vetter [29] first proposed the con-
cept of using virtual samples to increase the recognition rate in 2D
models, and this approach has since been applied in many fields. Cho
et al. [7] presented a scheme to select close samples from the population
of a network. Li et al. [22] proposed a uniform data generationmethod to
produce a functional virtual population to learn more from small data
sets, and provided a criterion for expanding the domain of each feature
in a data set to produce the virtual data. Li et al. [24] applied the Mega-

Trend-Diffusion (MTD) method to improve small data set learning
using early flexible manufacturing system scheduling knowledge. They
used a linear, triangular membership function to generate the virtual
samples. Presenting a nonlinearmodel, Yang et al. [34] used the Gaussian
distribution to generate virtual samples and achieved data smoothness.
The results of these earlier papers demonstrate that various VSG ap-
proaches can be used to help solve the problem of small data sets. Never-
theless, these studies all aimed to improve small data set classification
based on the assumption of a uni-modal distribution, such as the Gauss-
ian or uniform distributions, which may sometimes lead to an analytical
bias in the results. In practice, a complex data set may have a distribution
based on a multi-modal density function, in which the mode size of the
data is more than one.

Many methods have been developed to find multi-modality in a dis-
tribution. For example, Hartigan andHartigan [15] presented a dip test to
measuremulti-modality with uniform samples. In this approach, the dip
statistic is equal to the maximum difference between the empirical cu-
mulative distribution function (CDF) and the theoretical CDF within all
sample points, where the null hypothesis is that the sample has a uni-
form distribution. Müller and Sawitzki [27] proposed an excess mass
test to search for the maximum mode size when the distribution is as-
sumed to be uniform. Without using the uniform assumption, Cheng
and Hall [6] proposed a calibrated excess mass test based on other uni-
modality models, including those with beta, normal, and t distributions.

Many studies have employed thesemodality testmethods to improve
performance in classification problems. For example, Polonik and Wang
[30] adopted the excessmass test to estimate themodality of each cluster
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before implementing classification. Using mixed data, Chan and Hall [4]
proposed a non-parametric approach, before performing clustering algo-
rithms, for selecting the main features according to the testing modality
of the density function. In the literature, the mode-testing technique is
often used as a criterion to assess whether it is necessary to implement
data preprocessing by using cluster analysis. Unfortunately, in these ear-
lier papers themode-testingmethods including the dip test, excessmass
test, and calibrated excess mass test, operate on the assumptions that
there are sufficient samples and that the data has a uni-modal distribu-
tion. However, these often do not apply to small data sets, as the distribu-
tions of these are often inflexible. Therefore, in the currentworkwe use a
two-parameter Weibull distribution to fit the data and thus achieve
greater flexibility, and propose a newmodality test by constructing a hy-
pothesis testing procedure to evaluate the fitness of the resulting distri-
bution. We use the Cramer–von Mises statistic in the proposed testing
method, which is a common goodness-of-fit technique for small data
sets [11,18].With a given significance level,α, we use the statistic to com-
pute the difference between the empirical CDF eF xð Þ and the theoretical
CDF F(x), where the eF xð Þ is the population distribution function of a
small data set from a single Weibull distribution. A uni-modal Weibull
distribution is chosen as the F(x), because when the sample size is
small data may come from an arbitrary probability distribution. This
paper uses the Weibull distribution recommended by Little [26] to form
various shapes of a density function and represent uni-modal distribu-
tions, including skewed and mound-shaped curves. The Weibull density
function can depict the shape of a small data distribution with various
shape parameters, as seen in Abernethy [1], Zhang et al. [35], Wahed
et al. [32], and Li and Lin [21]. These works all suggest using the flexible
shape of the Weibull distribution to handle small data set problems.

In the null hypothesis, we first assume that all data can be fitted by a
single Weibull distribution. If the null hypothesis is rejected, we deter-
mine that the data is beyond a single Weibull distribution, and thus
use two or three Weibull distributions in order to make the fitting
process more flexible. Based on the proposed approach, when the
density function of a data set indicates multi-modality, we employ the
k-means clustering approach to set the modality size. Since deciding
the exact size is not the main aim of this study, we examine only two-
and three-modality cases, as there are few small data sets for which
the modality size is more than three, as noted by Good and Gaskins
[14] and Silverman [31]. In addition, using the simulated data from a
four-modality distribution, Davies and Kovac [9] showed that the
peaks are not significant with small samples. In this study we assume
that all samples follow a two-parameter Weibull distribution, and the
parameters can be evaluated by using the Maximal p-Value (MPV)
method recommended in Li and Lin [21].

Based on the estimated Weibull distribution with consideration of
multi-modality, we generate virtual samples to improve classification
performancewith small data sets. The determination of the appropriate
virtual sample size is another important task in this paper, since adding
too many virtual samples to training data sets does not always improve
the classification accuracy, while it can significantly decrease the com-
putational efficiency. For this reason, this paper uses the error variation
of the Weibull skewness between the original and virtual data in order
to measure the structure of virtual data sets, and thus find the suitable
virtual sample size (the low variation indicates that the distribution of
virtual samples is suitable to depict the original data).

Finally, four real and two simulated data sets are employed in this
work to illustrate the effectiveness of the proposedmethod by comparing
its classification accuracy with that of the MTD method. In addition, the
technique recommended in Demšar [10] is applied to test the statistical
significance and classification performance of the following four classi-
fiers, namely Fisher's linear discriminant analysis (LDA), K nearest-
neighbor (KNN), and two types of support vector machines (SVMs) [16].

The remainder of this study is organized as follows: Section 2 re-
views the MTD method for small data set problems, and also describes
the use of the MPV approach for evaluating the two-parameterWeibull

distribution. Section 3 presents a VSG schemewith the proposed testing
steps for multi-modality, and explains how to determine the virtual
sample size. Section 4 uses six data sets, and compares the results ob-
tained from the proposed method, the MTD, and REAL (a method
using only the existing real data). Finally, we present the conclusions
of this work in Section 5.

2. Related studies

Modeling with more training data can usually achieve better classi-
fication accuracy, and somany researchers have suggested using virtual
sample generation (VSG) approaches when dealing with small data
sets. The current study aims to generate multi-modal virtual samples
using an estimation method (i.e., MPV) for the two-parameter Weibull
distribution. The related studies are reviewed in detail in the following
subsections.

2.1. The MTD method

As mentioned above, Li et al. [24] proposed the MTD for small data
learning in an early manufacturing system, using this approach to data
trend estimation to create virtual data. As shown in Fig. 1, the MTD
method constructs a triangular membership function to calculate
the range of virtual data, which is the interval from α to b, described
mathematically as:

a ¼ uset−SkewL �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−2� s2x=NL � ln 10−20� �q

;1bNLb∞; ð1Þ

b ¼ uset þ SkewU �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−2� s2x=NU � ln 10−20� �q

;1bNU b∞: ð2Þ

Note that the SkewL = NL/(NL + NU) is the left of the skewness

degree of
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−2� s2x=NL � ln 10−20

� �r
, and SkewU = NU/(NL + NU) is

the right of the skewness degree of
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
−2� s2x=NU � ln 10−20

� �r
.

Where NU and NL denote the number of data less and more than uset =
(min + max)/2, respectively, and the min and max are the minimum
and maximum values in real data sets. The lower bound α and the
upper bound b can be calculated from Eqs. (1) and (2). After obtaining
the values ofα and b, generate virtual samples that are distributed follow-
ing the triangular density function in the interval [α, b], and add them to
the original data set. Li et al. [24] set the number of virtual samples that
are generated at 100.

2.2. The MPV method for parameter estimation

Given a random variable X that is denoted by a two-parameter
Weibull distribution, the probability density function (PDF) of the
Weibull distribution is expressed as:

f x;λ;βð Þ ¼ β
λ

x
λ

� �β−1
exp − x

λ

� �β
� �

; x ≥0 ;λ N 0;β N 0 ð3Þ

where λ is the scale parameter and β is the shape parameter.

Fig. 1. Data trend estimation.
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