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A growing body of work has highlighted the challenges of identifying the stance that a speaker holds towards a
particular topic, a task that involves identifying a holistic subjective disposition.We examine stance classification
on a corpus of 4731 posts from the debate website ConvinceMe.net, for 14 topics ranging from the playful to the
ideological.We show that ideological debates feature a greater share of rebuttal posts, and that rebuttal posts are
significantly harder to classify for stance, for both humans and trained classifiers. We also demonstrate that the
number of subjective expressions varies across debates, a fact correlated with the performance of systems sen-
sitive to sentiment-bearing terms. We present results for classifying stance on a per topic basis that range
from 60% to 75%, as compared to unigram baselines that vary between 47% and 66%. Our results suggest that
features and methods that take into account the dialogic context of such posts improve accuracy.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Recentwork has highlighted the challenges of identifying the stance
that a speaker holds towards a particular political, social or technical
topic [5,7,8,14,20,21,31,32,34]. Stance is defined as an overall position
held by a person towards an object, idea or position [31]. Stance is sim-
ilar to point of view or perspective, and has been treated as identifying
the “side” that a speaker is on, e.g. for or against capital punishment, as
illustrated in Fig. 1. Its classification involves identifying a holistic
subjective disposition, beyond the word or sentence.

This paper utilizes 104 two-sided debates from Convinceme.net for
14 different debate topics. On Convinceme, a person starts a debate by
posting a topic or a question and providing sides such as for vs. against.
Debate participants can then post arguments for one side or the other,
essentially self-labeling their post for stance. These debates may be
heated and emotional, discussing weighty issues such as euthanasia
and capital punishment, as in Fig. 1, but they also appear to be a form
of entertainment via playful debate. Popular topics on Convinceme.net
over the past 4 years include discussions of the merits of Cats vs. Dogs,
or Pirates vs. Ninjas (almost 1000 posts) (see Fig. 2). The full corpus
consists of 2902 debates and 36,307 posts by 3637 authors. As
indicated above, this work focuses on a subset of these.

Our long term goal is to understand the discourse and dialogic
structure of such conversations. This could be useful for: (1) creating
automatic summaries of each position on an issue [16,30]; (2) gaining
a deeper understanding of what makes an argument persuasive
[18,23]; and (3) identifying the linguistic reflexes of perlocutionary

acts such as persuasion and disagreement [14,22,32,35,36]. While it
seems unlikely that summaries of playful topics would be useful, we
believe it is very useful to compare and contrast the dialogic structure
of the idealogical topics with that of the playful or technical topical
debates. Table 1 provides an overview of our corpus.

Convinceme provides three possible sources of dialogic structure:
(1) the side that a post is placed on indicates the poster's stance with
respect to the original debate title and its framing initial posts, and
thus can be considered as a response to the title and framing posts;
(2) rebuttal links between posts which are explicitly indicated by the
poster using the affordances of the site; and (3) the temporal context
of the debate, i.e. the state of the debate at a particular point in time,
which a debate participant orients to in framing their post. Convinceme
provides no way to explicitly indicate agreement with a prior speaker,
beyond placing a post on the same side; this does not imply any specify
reply-to structure, as rebuttal links do.

Convinceme's support for rebutting a previous post allows the
speaker to explicitlymark some debate posts as fundamentally dialogic,
while other postsmake less use of the immediate context and thus have
fewer dialogic properties [6,9,11]. Compare the dialogic aspects of the
death penalty debate in Fig. 1 to that of the same topic without rebuttal
links in Fig. 3. As shown in the rebuttals column of Table 1, the percent-
age of rebuttals by topic varies from 34% to 80%. Ideological topics
(below the line) have a much higher percentage of rebuttals. We
show below that the performance of automatic stance classifiers is bet-
ter for discussions containing many rebuttal links when the dialogue
context is included in the feature set provided to the classifier.

Section 2 first describes relatedwork. Section 3 discusses our corpus
in more detail. Given the dialogic nature of our data, as indicated by the
high percentage of rebuttals in the ideological debates, we first aim to
determine how difficult it is for humans to side an individual post
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from a debate without context. Section 3 presents the results of a
human debate-side classification task conducted on Mechanical Turk.
Section 4 describes experiments for automatically determining stance,
and presents our results. Our overall results show that using sentiment,
subjectivity, dependency and dialogic features, we can achieve debate-
side classification accuracies, on a per topic basis, that range from60% to
75%, as compared to unigram no-context baselines that vary between
47% and 66%. We show that even a naive representation of context uni-
formly improves results across all topics. We also conduct an experi-
ment to classify rebuttals, as a type of disagreement discourse
relation, and show that we can identify rebuttals with 63% accuracy.

2. Related work

There are several threads of related work that focuses on classify-
ing a speaker's “side” or “stance” toward a debate topic in either for-
mal or informal debate settings, such as congressional floor debates
or in conversations from online forums and debate websites [3,34,38].

The research most strongly related to our own is that of Som-
asundaran and Wiebe [31,32], who also report results for automati-
cally determining the stance of a debate participant in online
forums. The websites that their corpus was collected from apparently
did not support dialogic threading, so that there are no explicitly
linked rebuttals in their corpus. They present different results for

stance classification for ideological vs. non-ideological topics, and uti-
lize a number of different approaches, including an unsupervised
method that finds relevant terms from the web, and an inductive
logic programming approach that builds on the assumption that
speakers are self-consistent with respect to their stance on a particu-
lar topic and its attributes. They also show that discourse relations
such as concessions and the identification of argumentation triggers
improves performance over sentiment features alone. Their best per-
formance for siding ideological debates is approximately 64% accura-
cy over all topics, for a collection of 2nd Amendment, Abortion,
Evolution, and Gay Rights debate posts [32]. Their best performance
is 70% for the 2nd amendment topic. Their work, along with others,
indicates that for such tasks it is difficult to beat a unigram baseline
[26].

The other significant body of work that we build on classifies the
speaker's side in a corpus of congressional floor debates, using the
speaker's final vote on the bill as a labeling for side [4,5,34,39]. This
work infers agreement between speakers based on cases where one
speaker mentions another by name, and a simple algorithm for deter-
mining the polarity of the sentence in which the mention occurs. This
work shows that even with the resulting sparsely connected agree-
ment structure, the MinCut algorithm can improve over stance classi-
fication based on textual information alone.

Other work has utilized the reply structure of online forums, either
with or without textual features of particular posts [2,21,24,25]. The
threading structure of these debates does not distinguish between
agreement and disagreement responses, so Agrawal et al. [2] assume
that adjacent posts always disagree, based on the results of Mishne
and Glance [24] who showed that most replies to blog posts are dis-
agreements. Murakami and Raymond [25] show that simple rules for
identifying disagreement, defined on the textual content of the post,
can improve over Agarwal's results. Malouf and Mullen [21] also show
that a combination of textual and response structure features provides
the best performance.

Other relatedwork analyzes forumquote/response structures [1,37].
Quote/response pairs have a similar discourse structure to the rebuttal
post pairs in Convinceme, but are often shorter and more targeted;
this may mean that they are easier to classify because the linguistic
reflexes of stance are expressed very locally. Wang and Rose [37] use
unlabelled data, and do not attempt to distinguish between the agree-
ment and disagreement discourse relations across quote/response
pairs. Rather they show that they can use a variant of LSA to identify a
parent post, given a response post, with approximately 70% accuracy.

Fig. 1. Dialogic death penalty discussion with posts explicitly linked via rebuttal links. The discussion topic was “Death Penalty,” and the argument was framed as yes we should
keep it vs. no we should not.

Fig. 2. Cats vs. Dogs discussions with posts linked by rebuttal links.

Table 1
Threading characteristics of different topics. Topics below the line are considered
“ideological.” Key: number of posts on the topic (posts), percent of posts linked by re-
buttal links (rebuttals), posts per author (P/A). Authors with more than one post
(A>1P). Average post length in characters (length).

Topic Discussions Posts Rebuttals P/A A>1p Length

Cats vs. dogs 3 162 40% 1.68 26% 242
Firefox vs. IE 2 233 40% 1.28 16% 167
Mac vs. PC 7 126 47% 1.85 24% 347
Superman/Batman 4 146 34% 1.41 21% 302
2nd Amendment 6 134 59% 2.09 45% 385
Abortion 10 607 70% 2.82 43% 339
Climate change 6 207 69% 2.97 40% 353
Communism vs. capitalism 6 207 70% 3.03 47% 348
Death penalty 12 331 62% 2.44 45% 389
Evolution 16 818 76% 3.91 55% 430
Exist God 16 852 77% 4.24 52% 336
Gay marriage 6 560 65% 2.12 29% 401
Healthcare 5 112 80% 3.24 56% 280
Marijuana legalization 5 236 52% 1.55 26% 423
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