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With the rapid development of information technologies, user-generated contents can be conveniently posted
online. While individuals, businesses, and governments are interested in evaluating the sentiments behind this
content, there are no consistent conclusions onwhich sentiment classification technologies are best. Recent stud-
ies suggest that ensemble learning methods may have potential applicability in sentiment classification. In this
study, we conduct a comparative assessment of the performance of three popular ensemble methods (Bagging,
Boosting, and Random Subspace) based on five base learners (Naive Bayes, Maximum Entropy, Decision Tree, K
Nearest Neighbor, and Support Vector Machine) for sentiment classification. Moreover, ten public sentiment
analysis datasets were investigated to verify the effectiveness of ensemble learning for sentiment analysis.
Based on a total of 1200 comparative group experiments, empirical results reveal that ensemble methods
substantially improve the performance of individual base learners for sentiment classification. Among the
three ensemblemethods, RandomSubspace has the better comparative results, although itwas seldomdiscussed
in the literature. These results illustrate that ensemble learningmethods can be used as a viable method for sen-
timent classification.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

With the rapid development of information technologies, user-
generated contents can be easily posted online [1]. The sheer volume
and exponential growth of this information provide potential value to
governments, businesses, and users themselves. For instance, govern-
ments can evaluate online citizen-generated texts to assess public sen-
timent for making policies. Furthermore, many customer-generated
reviews of products and services have become valuable sources for
market analysis; these reviews are used to set business strategy of
E-commerce websites, such as Amazon.com and Epinion.com [50].
Online users can also benefit from reading others' opinions through rec-
ommender systems.

There is an inherent property called sentiment involved in the vast
majority of online-generated content. Sentiment is an opinion or feeling
you have about something [12]. In this study of sentiment classification,
we focus on attempts to identify the sentiment polarity of a given text,
which is traditionally classified as either positive or negative. Analyzing
and predicting the polarity of the sentiment plays an important role in
understanding social phenomena and general society trends [6].

Accordingly, sentiment classification has become a popular research
topic [1,4,6]. The sentiment classification problem was initially tackled
granularly at the levels of document, sentence, clause, phrase, and
word, depending on the specific objectives of applications. Heuristic-
based methods and machine learning approaches were frequently
employed in previous research. Heuristic-based methods were primar-
ily used in conjunction with linguistic characters and semantic features.
For example, Turney [38] usedmutual informationwith predefined sen-
timentwords to score other phrase tags, therefore identifying the senti-
ment of documents. In parallel, many studies focused on usingmachine
learning algorithms to classify sentiment. For instance, Support Vector
Machines (SVM) and Naive Bayes (NB) are commonly used to identity
sentiment, due to their predictive power. Pang et al. [29] conducted
an empirical study in sentiment classification, concluding that SVM
outperformed other classifiers such as NB. In recent years, there has
been a growing interest in using ensemble learning techniques, which
combine the outputs of several base classification techniques to form
an integrated output, to enhance classification accuracy [43,48]. How-
ever, comparedwith other research domains, relatedwork about ensem-
ble methods contributing to sentiment classification are still limited and
more extensive experimental work is needed in this area.

To fill this research gap, this papermakes a comparative study of the
effectiveness of ensemble learning for sentiment classification and
demonstrates that three popular ensemble methods (Bagging [5],
Boosting [33] and Random Subspace [19]) can be useful. Research
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in many areas has shown the advantages of ensemble methods both
theoretically and empirically [30,51]. In ensemble methods, learners
composing an ensemble are usually called base learners. In Bagging,
the base learners are constructed using random independent boot-
strap replicates from a training dataset, and the final result is calcu-
lated by a simple majority vote [5,51]. In Boosting, the base learners
are constructed on weighted versions of the training set, which are
dependent on previous base learners' results and the final result is cal-
culated by a simple vote or aweightedmajority vote [33,51]. In Random
Subspace, the base learners are constructed in random subspaces of the
feature space [19,51].

We employed ten public sentiment analysis datasets to verify the
effectiveness of these three ensemble methods when using five base
learners (NB, Maximum Entropy (ME), Decision Tree (DT), K Nearest
Neighbors (KNN), and SVM). Based on a total of 1200 comparative
group experiments, empirical results show that ensemble learning
methods achieve better performances than base learners. Among
the three ensemblemethods, Random Subspace has the better compar-
ative results except with NB as base learner, although it was seldom
discussed in the literature. In addition, RS-SVMhad the highest average
accuracy in 6 datasets and similar results with other methods in the
other 4 datasets. These results illustrate that ensemble learning methods
can be used as a viable method for identifying sentiment polarities.

The main contribution of this paper is to verify the effectiveness of
using ensemble learning for sentiment classification. The remainder of
the paper is organized as follows. In Section 2, we survey the related
work about sentiment classification. The details of three different
types of ensemble methods are introduced in Section 3. Section 4 pre-
sents the design and methodology used in the experiments, while the
results are analyzed in Section 5. Section 6 discusses conclusions and fu-
ture research directions.

2. Literature review

Since the late 1990s, sentiment classification has been a hot research
topic in the areas of data mining, information retrieval, and natural lan-
guage processing [4,28]. Many researchers have investigated sentiment
classification from different perspectives. Due to the linguistic charac-
teristics involved, sentiment analysis is done at different levels of text
units. A word, phrase, clause, sentence, or document may become the
text unit in analysis [28]. In order to capture the sentiment of individual
words or phrases, a measure of the strength of sentiment polarity is
often defined to quantify how strongly a word or phrase is judged to
be positive or negative [9,22,35,38]. Furthermore, Thet et al. [36] com-
puted the sentiment of a clause from individual word sentiment scores,
considering the grammatical dependency structure of the clause. Other
studies used sentence-level attempts to classify the positive or negative
sentiments for each sentence [49,50]. The greatest amount of work has
been done on document level polarity categorization [1,4,11,29,43,48].
This is also the focus level of our study. The techniques for sentiment
classification in prior research can be classified into heuristic-based
methods and machine learning methods.

2.1. Heuristic-based methods for sentiment classification

By means of predefined lexicons and calculation rules, heuristic-
based methods generally classify text sentiments based on the total
number of derived positive or negative sentiment features [28]. For
example, Hatzivassiloglou and McKeown [18] considered that adjec-
tives are more predictive of sentiment classification and predicted the
sentiment of adjectives by inspecting them in conjunction with “and,”
“or,” “but,” “either/or,” and “neither/nor.” However this approach may
overestimate the importance of adjectives and underestimate some

Table 1
Selected previous studies in ensemble learning for sentiment analysis.

Study Year Feature set Base learner Ensemble methods Dataset

Wilson et al. [45] 2006 N-gram, syntactic features DT Boosting MPQA dataset
Tsutsumi et al. [37] 2007 N-gram SVM, ME, Scoring Stacking Movie review dataset
Abbasi et al. [2] 2008 N-gram, lexicon SVM SVRCE Two web forum datasets
Lu & Tsou [26] 2010 N-gram, lexicon NB, ME, SVM, Scoring Stacking NTCIR opinion dataset
Whitehead & Yaeger et al. [43] 2010 N-gram SVM Bagging, Boosting and Random Subspace Five product review datasets
Xia et al. [48] 2011 POS and word-relation based features NB, ME, SVM Stacking Five product review datasets
Su et al. [34] 2012 N-gram NB, CB, KNN, ME, SVM Stacking Three product review datasets
Li et al. [24] 2012 N-gram, lexicon SVM, KNN, Scoring Stacking Chinese review dataset
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Fig. 1. The Bagging process.
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