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We introduce a novel decision support framework that allows decisionmakers (DMs) to assess the informativeness
of a ranking of alternatives provided by different experts and to extrapolate additional evaluations based on the dis-
tributional bias and entropy inherent to those received from the experts. In the proposed framework, expert analysts
rank several alternativeswithin opportunities versus threats space of potential evaluations. The resulting rankings of
alternatives vary among experts due to differences in the set of evaluation criteria chosen and to the subjective
weights assigned by the experts to the criteria considered. As a result, DMs observe biases in the evaluations provid-
ed by the experts and variations in the degree of informativeness among alternatives. Thus, DMsmust use the infor-
mation available to them to assess the reliability of the ranking obtained from the experts' evaluations. In this regard,
the distributional bias generated by the evaluations received will be used to define the dynamic structure of an
algorithm that allows DMs to extrapolate additional expected evaluations and modify the initial ranking proposed
by the experts accordingly. At the same time, the entropy generated by the evaluations will be used to validate
the reliability of the resulting rankings and to determine the stopping rule for the data generating
algorithm. A numerical example based on the North Atlantic Treaty Organization (NATO) membership enlarge-
ment problem is presented, where several teams of experts provide different evaluations on a set of applicant
countries. A battery of Monte Carlo simulations has been performed, and alternative biased approaches have
been followed. The rankings obtained have been compared with those resulting from our framework.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

In this study, we introduce a novel decision support framework that
allows decision makers (DMs) to assess the ranking of alternatives
provided by different experts and gain additional information by taking
into account the distributional bias and entropy inherent to the decision
making process. The high degree of subjectivity inherent to the
judgments of experts when providing decision support has been consis-
tently analyzed in the systems literature [1], particularly when dealing
with the outcomes of multi-criteria decision problems [2]. Thus, it is

widely acknowledged that the rankings of alternatives will vary
among experts due to both the different evaluation criteria adopted
and the subjective weights assigned to them by the experts. As a result,
DMs will observe biases in the evaluations provided by the experts and
variations in the degree of informativeness of such evaluations.

The decision support system (DSS) literature generally assumes
that once the main opinions of the experts are presented to the DM, he
will either utilize them [3] or ignore them [4]. Moreover, the DSS
literature attempts to infer the preferences of the experts and maximize
consensus when studying the rankings that are based upon subjective
preferences [5,6]. In this setting, experts will provide judgments
based on both their personal preferences and the information subsets
(subjectively) chosen to assign their evaluations.

We move beyond the standard DSS setting and consider the forma-
tion of expectations by DMs and their capacity to extrapolate additional
observations when presented with the evaluations of several alterna-
tives by various experts.Wemust, therefore, consider twomain sources

Decision Support Systems 74 (2015) 135–149

⁎ Corresponding author at: Business Systems and Analytics Department, Distinguished
Chair of Business Systems and Analytics, La Salle University, Philadelphia, PA 19141,
United States. Tel.: +1 215 951 1129; fax: +1 267 295 2854.

E-mail addresses: tavana@lasalle.edu (M. Tavana), dicaper@mathstat.yorku.ca,
debora.dicaprio@istruzione.it (D. Di Caprio), fransant@ucm.es (F.J. Santos-Arteaga),
aoconnor@escem.fr (A. O'Connor).

URL: http://tavana.us/ (M. Tavana).

http://dx.doi.org/10.1016/j.dss.2015.04.001
0167-9236/© 2015 Elsevier B.V. All rights reserved.

Contents lists available at ScienceDirect

Decision Support Systems

j ourna l homepage: www.e lsev ie r .com/ locate /dss

http://crossmark.crossref.org/dialog/?doi=10.1016/j.dss.2015.04.001&domain=pdf
http://dx.doi.org/10.1016/j.dss.2015.04.001
mailto:tavana@lasalle.edu
mailto:dicaper@mathstat.yorku.ca
mailto:debora.dicaprio@istruzione.it
mailto:fransant@ucm.es
mailto:aoconnor@escem.fr
http://tavana.us/
Journal logo
http://dx.doi.org/10.1016/j.dss.2015.04.001
http://www.sciencedirect.com/science/journal/01679236
www.elsevier.com/locate/dss


of uncertainty: first, the uncertainty arising from the selection criteria
and experts' subjective initial evaluations; and, second, the uncertainty
due to the DMmaking additional observations.

Extensive literature studies DMs forecasting abilities when faced with
a limited amount of objective information (see [7] for a comprehensive re-
view). In this line of research, past observations by the DMs are essential
for developing the forecasting process [8]. We will focus on the informa-
tiveness and the relative entropy of the evaluations. Both of these proper-
ties may reflect biases due to opinion similarities among the experts [9,
10], subjective weights assigned to the evaluations [11,12], or frictions
in the aggregation process of the evaluations [13,14].

Ourmodel exploits the biases of the experts observed in thedispersion
and symmetry of the evaluations as well as the entropy associated with
them. This latter measure of informativeness will be used to validate
both the extrapolationof additional evaluations (allowingus todetermine
the stopping rule of the evaluation-generating process) and the subjec-
tive dispersion of the set of potential realizations considered by the
DMs.

Following the DSS literature [15], we assume the DMs to expect rank-
ing disagreements among the experts, despite the fact that the experts'
subjective evaluations should all be equally reliable. As a result, DMs
should try to infer a particular pattern in the evaluations to generate a
ranking potentially more reliable than the one provided by the experts.

Themain contribution of the ranking evaluation and validationmeth-
od proposed in this paper is that it provides a quantifiable alternative to
existing approaches relying on an objective distribution of the experts'
evaluations.

Indeed, severalmethods already exist, such as PERT [16], designed to
generate limit distributions, even when dealing with large degrees of
data subjectivity. However, these Monte Carlo-based methods require
a given probability distribution to define the data-generating process
[17]. Thus, even if the information is based on a given density function,
the subjectivity of the subset of data chosen and their weights would
distort the process of obtaining a reliable limit distribution.

To support our analysis, we will perform a battery of Monte Carlo
simulations and provide several alternative extrapolation approaches.
The different rankings obtained will be compared with those resulting
from the newly proposed framework.

Several attempts to dealwith the subjectivity of the evaluationprocess
and objectivize indexes generated through a commonweighting criterion
are also present in the empirical social science literature [18]. Neverthe-
less, economists expect a certain degree of subjectivity in the evaluations,
which is considered to be optimal if each expert uses an empirically valid
model [19]. As a result, economists concentrate on identifying and strate-
gically selecting the expert whose preferences are closer to those of the
DM [20–22]. The results obtained in this paper are, therefore, applicable
to these branches, along with the general DSS literature.

The main contributions of the paper can be summarized as follows:

• We present a novel approach that allows DMs to assess the
informativeness and reliability of a ranking based on thedistributional
bias of the evaluations received from the experts and their entropy.

• We illustrate how the distributional bias generated by the evaluations
can be used to define a dynamic algorithm that allows DMs to extrap-
olate additional expected evaluations and modify the initial ranking
proposed by the experts.

• Weshow that the entropy generated by the evaluations can be used to
validate the reliability of the rankings extrapolated by the DMs and
determine the stopping rule for the evaluation-generating algorithm.

We use a numerical example to demonstrate the applicability
of the proposed framework. This example extends the analysis
performed by [23] on the North Atlantic Treaty Organization (NATO)
enlargement process.

The paper proceeds as follows. Section 2 introduces the basic geomet-
ric evaluation environment. Section 3 defines the first loopwithin the ex-
trapolation process of theDMs. Section 4 describes the dynamic structure

that allows the DMs to extrapolate further evaluations. Section 5
provides a numerical example with a ranking validation criterion based
on the entropy generated by the evaluations. Section 6 concludes.

2. Geometric environment: defining expected evaluations

Consider a standard Euclidean plane. Let a value on the horizontal
axis represent the opportunity score achieved by a given alternative
and a value on the vertical axis represent the value of the threats
(or threat level) posed by the alternative (see [24,25]). This setting is
represented in Fig. 1a and b. Throughout the paper, both the evaluation
of the opportunity score and that of the threat level of an alternativewill
be normalized. Thus, we will actually work in the Euclidean square
[0,1]2 = [0,1] × [0,1]. In particular, at the point (1,0), opportunities are
maximized and threats minimized; thus (1,0) can be referred to as the
optimal reference point.

Let G be a group of experts assigning evaluations to a given set of
alternatives. Let Ai stand for the i -th alternative being evaluated.
Moreover, for every i, let

• xi and yi be the generic value that can be assigned to the alternative Ai
as opportunity score (the x-variable) and threat level (the y-variable),
respectively;

• xi
m and xi

M be the lowest and highest evaluations provided by G for the
opportunity score of Ai;

• yi
m and yi

M be the lowest and highest evaluations provided by G for the
threat level of Ai;

• xi and yi be the averaged values of the opportunity scores and threat
levels assigned by G to Ai;

• xi; yið Þ be the initial position assigned by the DM to Ai after receiving
the evaluations from G;

• [xim, xiM] and [yim, yiM] be the initial reference intervals considered by
the DM for Ai;

• [m, M]2 = [xim, xiM] × [yim, yiM] be the initial-evaluation-constrained
domain;

• Ci be the circumference centered at (1,0) and passing through the
point xi; yið Þ;

• ribe the radius of the circumferenceCi, that is,ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi−1ð Þ2 þ yi−0ð Þ2

q
.

Fig. 1a and b illustrate the initial position xi; yið Þ assigned by theDM to
the alternative Ai, the set of all points that represent potential improve-
ments of xi; yið Þ; that is, {(x, y) ∈ [0, 1]2 : (x − 1)2 + (y − 0)2 ≤ ri

2},
and the restriction of this set to the initial reference intervals; that
is, {(x, y) ∈ [m, M]2 : (x − 1)2 + (y − 0)2 ≤ ri

2}. Also note that
xi; yið Þ determines a division of [0,1]2 and [m, M]2 in four quadrants.

Throughout the evaluation process, we assume the DM to assign
subjective probabilities to the set of potential realizations of both
opportunity scores and threat levels for each alternative under analysis.
Probabilities are updated as new information is received. In particular,
we consider two subsequent phases.

• Initial subjective probabilities:We assume that the DM assigns initially,
i.e., before receiving any evaluation, the same uniform density to
each opportunity and threat scores defined in [0,1]2. That is, the
value of the density function at each potential opportunity and
threat realization is initially equal to one. In other words, the DM
faces complete uncertainty regarding the potential realizations of
the evaluations before any information is provided.

• Updated subjective probabilities: We assume that after receiving
the experts' evaluations, the DM subjectively assesses potential op-
portunity and threat realizations for each alternative on the base of
the dispersion of the evaluations received.

To allow for a formalization of the second phase, which will consist
of two loops, we need to introduce further notations and concepts.
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