
Including high-cardinality attributes in predictivemodels: A case study in
churn prediction in the energy sector

Julie Moeyersoms ⁎, David Martens
Faculty of Applied Economics, University of Antwerp, Belgium

a b s t r a c ta r t i c l e i n f o

Article history:
Received 11 August 2014
Received in revised form 15 December 2014
Accepted 6 February 2015
Available online 16 February 2015

Keywords:
Data mining
Predictive modeling
High-cardinality attributes
Churn prediction

High-cardinality attributes are categorical attributes that contain a very large number of distinct values, like for
example: family names, ZIP codes or bank account numbers. Within a predictive modeling setting, such features
could be highly informative as itmight be useful to know that people live in the samevillage or paywith the same
bank account number. Despite this notable and intuitive advantage, high-cardinality attributes are rarely used in
predictive modeling. The main reason for this is that including these attributes by using traditional transforma-
tionmethods is either impossible due to anonymization of the data (when using semantic grouping of the values)
or will vastly increase the dimensionality of the data set (when using dummy encoding), thereby making it dif-
ficult or even impossible for most classification techniques to build predictionmodels. Themain contributions of
this work are (1) the introduction of several possible transformation functions coming from different domains
and contexts, that allow the inclusion of high-cardinality features in predictive models. (2) Using a unique data
set of a large energy company with more than 1 million customers, we show that adding such features indeed
improves the predictive performance of the model significantly. Moreover, (3) we empirically demonstrate
that having more data leads to better prediction models, which is not observed for “traditional” data. As such,
we also contribute to the area of big data analytics.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

The increasingly widespread collection and processing of data
enable companies to use these data assets to improve decision making.
A popularway to do so is by using predictivemodeling. Examples can be
found in different domains like credit scoring, where predictive models
are used to separate good from bad loan applications [5,26,44] and in
marketing where likely adopters are identified [6,29].

Two types of data are commonly used in order to build predictive
models: structured data (e.g. socio-demographic data, number of
products purchased) on the one hand and relational or behavioral data
(e.g. transactional invoicing data, phone call or other networked data)
on the other hand. Previous work has shown that using behavioral data
is extremely valuable and improves the performance of themodel signif-
icantly [20,21,27]. Unfortunately, these behavioral data are very unique
and are exclusively preserved and accessible to the banks, Telco operators
and Googles of the world. Structured data, on the other hand, is widely
available. Consider the example of an energy company: they have exten-
sive information on customer's socio-demographics such as address, age,
and family size but they do not have data on transactions between
customers such as phone calls or payments.

The focus in this paper is on one specific type of structured data,
namely high-cardinality attributes. These are categorical attributes
with a very large number of distinct values, such as: bank account num-
ber, family names and ZIP codes. Surprisingly, high-cardinality features
are rarely used in predictive modeling. The main reason is that high-
cardinality attributes are difficult to handle as including them would
imply that the dimensions of the data set will quickly explode. Consider
the example of the energy company that has information on the family
names of the customers. Including this attribute with dummy encoding
implies that millions of dummies will be created: one for every family
name. As a consequence, the computational effort will increase substan-
tially, and it will even be impossible for most of the techniques to cope
with such high dimensions.

This case study discusses churn prediction in an energy context,
where the aim is to predict which customers are most likely to churn
and thus switch to another energy supplier. The data is stemming
from a large energy company in Belgium with more than 1 million cus-
tomers and includes several high-cardinality attributes. The question
remains whether or not it is possible to include this type of attributes
without expanding the dimensionality of the data set and if it actually
improves the prediction model significantly. This research is built
around the following three research questions:

1. Is it useful to include high-cardinality attributes?
2. How to transform and include such high-cardinality attributes?
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3. Does adding more data yield a better generalization performance of
the prediction model?

This last question refers to the issue of Big Data, which is defined as
data that is so big that traditional data processing systems cannot cope
with it [25]. In the case of behavioral or relational data, it has been
shown that adding more data points effectively improves model perfor-
mance [21]. For socio-demographic data on the other hand, traditional
predictive analytics may not receive much benefit from increasing the
amount of data beyond a certain point [32]. Whether or not the same
principle applies for high-cardinality datawill be shown later in the paper.

Note that althoughwe focus on a case study in the energy sector, this
research is relevant for all kinds of retailers as this high-cardinality data
is largely available everywhere. An important final remark is that a suf-
ficient amount of data is required when working with high cardinality
attributes, in order to apply the techniques proposed in this work. The
rest of the paper is structured as follows: Section 2 discusses churn pre-
diction and the importance of the topic in the Belgian energy sector. In
the next section, ‘high-cardinality’ data is explained in more detail as
well as possible techniques to transform and include them in the data
set. Section 4 defines themethodology of the experiments and provides
information on the data set. Next, Section 5 describes the results of the
experiments. Finally, the last section concludes the paper and identifies
some interesting issues for future research.

2. Churn prediction in an energy setting

The market value of the Belgian electricity and gas market was esti-
mated at $22.4 billion in 2011 [13] and is expected to grow steadily over
the next years [37]. This clearly indicates the size and importance of this
market for the Belgian economy. Belgium fully liberalized its energy
market in July 2007, thereby allowing customers to choose their natural
gas and electricity supplier. Since this liberalization, the energy land-
scape in Belgium is in a continuous change [53]. A recent report of the
European Commission [13] shows that the rate of people who switch
suppliers has increased rapidly. In 2011 the churn already reached
10% for the electricity retail market and 11.2% for the entire gas retail
market. Due to these recent developments, customer churn prediction
has received a large amount of attention from energy suppliers.

The goal of churn prediction is to indicate which customers aremost
likely to leave the company. In this way, those customers can be offered
incentives to stay and the churn rate can be reduced [45]. This also al-
lows companies to decrease the costs of customer retention campaigns,
because they can target more efficiently the customers with the highest
probability to churn [49]. The economic value of customer retention has
receivedmuch attention in the literature [45,49]. A decrease in custom-
er switching can lead to many benefits for the company because of the
following reasons [45,51]: first, retaining existing clients is five to six
times less expensive than to acquire new customers [7,9]. Second, it is
shown that long-term customers are more willing to recommend the
company to other people [9,16]. This positive word-of-mouth associat-
edwith increased customer retention can, in turn, lead to lowermarket-
ing costs to acquire new clients [22]. Finally, long-term customers are
less sensitive to competitive pull. They pay less attention to competitor's
advertising and are less likely to compare prices of their own supplier
with those of other suppliers [9,42].

Many research has been done on customer churn prediction and its
usage [8,30,39,50,52], which proves the importance of the topic. For an
extensive overview of literature on churn prediction modeling we
refer to [51]. None of the studies listed in [51] includes high-cardinality
data. Yet, such data is readily available (think of the ZIP code or last
name of customers) and including these data can lead to a superior pre-
dictive performance. Although in data mining research the focus is often
on benchmarking different classification techniques in order to find the
best performing technique in termsof predictive performance, it is argued
that data quality is at least equally important [4]. Good data quality is

often the best way to augment the performance of a prediction model.
Therefore, the focus in this paper is on data inclusion rather than the clas-
sification technique applied.

3. Including high-cardinality features

The inclusion of attributes with a high cardinality in prediction
models constitutes the subject of this case-study. First, a more detailed
explanation of high-cardinality attributes is given. Next, possible trans-
formation techniques are listed that allow us to include categorical fea-
tures with or without a high cardinality.

3.1. High-cardinality versus traditional nominal data

Structured attributes can be continuous (implying that they contain
real numbers and are defined over a continuous range) or nominal
(meaning that they can take only a finite number of values).1 Examples
of continuous attributes are the amount of the invoice or kWh used. An
example of a nominal feature is type of contract, that can take three dif-
ferent values: electricity, gas or electricity and gas. The cardinality of a
nominal feature can be defined as the number of distinct values that
attribute can take [31]. Thus, for the example of the feature type of
contract, the cardinality is 3. The features with a small cardinality are re-
ferred to as ‘traditional’ nominal attributes. The featureswith a very high
cardinality on the other hand, are named ‘high-cardinality’ attributes.
The latter are generally removed from the data as including them
using dummy encoding will expand the dimensions of the data set
quickly, thereby impeding the model building. Based on literature
[49], it can be noted that features with more than 100 different values
are mostly discarded from the analysis, hence we consider this to be
the threshold and name all features with more than 100 distinct values
high-cardinality features. Based on this assumption, three features of
the energy data set are identified as high-cardinality data: family
name, bank account number and ZIP code.2

3.2. Transformation techniques

In data mining literature, nominal attributes are usually included in
the data set using dummy encoding or grouping methods. These
methods can also be applied on high-cardinality features and are
discussed in this section. Moreover, three other methods are proposed
that allow the transformation of high-cardinality features into continu-
ous attributes. All methods are listed in this section and illustrated with
an example in Table 1.

3.2.1. Dummy encoding
A common way to include nominal features is to use dummy

encoding where the M categorical values are transformed into M new
dichotomous variables that are coded as 1 or 0. This method allows
the adding of these variables to the model and provides an easy inter-
pretation of the output since one variable matches with one value of
the original variable. The main drawback of this method is that ifM be-
comes large, the computational effort will increase significantly.

In the case of traditional nominal features, dummy encoding is an ap-
propriate method to use. Applying dummy encoding to high-cardinality
attributes, on the other hand, could create millions of dummies. Since
most of the predictive modeling techniques do not scale to such dimen-
sions, dummy encoding cannot be used for high-cardinality data. For
this reason, previous studies did not take into account this type of attri-
butes. Thefirst part of Table 1 shows an examplewhere dummyencoding

1 A third variable type is ordinal, which, like nominal variables, is categorical, but with
an order in the values. For example age encoded as young,middle-aged and old. The prop-
er way to handle such variables is through thermometer encoding.

2 In our data set, these features include even a larger amount of distinct values, going
from 1000 up to more than 1 million.
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