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a b s t r a c t

In this paper, an efficient semi-supervised support vector machine (SVM) with segmentation-based
ensemble (S2SVMSE) algorithm is proposed for hyperspectral image classification. The algorithm utilizes
spatial information extracted by a segmentation algorithm for unlabeled sample selection. The unlabeled
samples that are the most similar to the labeled ones are found and the candidate set of unlabeled
samples to be chosen is enlarged to the corresponding image segments. To ensure the finally selected
unlabeled samples be spatially widely distributed and less correlated, random selection is conducted
with the flexibility of the number of unlabeled samples actually participating in semi-supervised learn-
ing. Classification is also refined through a spectral–spatial feature ensemble technique. The proposed
method with very limited labeled training samples is evaluated via experiments with two real hyperspec-
tral images, where it outperforms the fully supervised SVM and the semi-supervised version without
spectral–spatial ensemble.
� 2014 International Society for Photogrammetry and Remote Sensing, Inc. (ISPRS). Published by Elsevier

B.V. All rights reserved.

1. Introduction

Hyperspectral sensors provide abundant spectral information
with hundreds of spectrally continuous bands, and the collected
hyperspectral imagery can be used to conduct finer classification
that could not be achieved by traditional multispectral imagery
(Bioucas-Dias et al., 2013; Du et al., 2012; Mountrakis et al.,
2011; Tan and Du, 2008, 2011; Tan et al., 2013; van der Meer
et al., 2012). Over the past several decades, novel pattern recogni-
tion methods have been widely used to remote sensing image
processing tasks, such as supervised classification (Li et al.,
2013b; Zhong and Zhang, 2012), unsupervised classification (Villa
et al., 2013; Yang et al., 2010), feature extraction (Du et al., 2008;
Du and Yang, 2008; Jia et al., 2013), target identification (Du and
Zhang, 2014; Manolakis et al., 2001), and change detection
(Bioucas-Dias and Nascimento, 2008; Camps-Valls et al., 2008).
support vector machines (SVM), as one of the research focuses of
machine learning, has attracted more attention in remote sensing
(Camps-Valls et al., 2006; Fauvel et al., 2008; Melgani and
Bruzzone, 2004; Plaza et al., 2009). SVM has advantages such as less

rigid requirements for prior knowledge and training samples, fit-
ness to high-dimensional data, and more robustness to noise (Du
et al., 2010; Jain et al., 2000). However, it is often difficult for a tra-
ditional SVM classifier to offer satisfactory performance in hyper-
spectral image classification. Specifically, for a high-dimensional
hyperspectral image with a limited number of training samples,
classification accuracy usually is significantly decreased due to
the Hughes phenomenon (i.e., for a limited number of training sam-
ples, classification accuracy is decreased with the feature dimen-
sion being increased) (Hughes, 1968). Moreover, hyperspectral
imagery is usually short of training sets, because sample collection
generally involves extensive and time-consuming fieldwork
(Dopido et al., 2013; Li et al., 2013a).

A relevant advanced solution to this classification challenge is
the introduction of semi-supervised learning (SSL) techniques
(Camps-Valls et al., 2007; Chapelle et al., 2008). SSL utilizes a large
number of unlabeled data together with the available labeled data,
to build classifiers that may be stronger than usual. SSL also
requires less human efforts in sample collection, so it is of great
importance in practical applications. The research on SLL has expe-
rienced a quick development in the past few years, and some pop-
ular methods have been proposed, such as generative mixture
models (Krithara et al., 2011), self-learning models (Dopido et al.,
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2013), multiview learning models (Culp et al., 2009; Sun and
Shawe-Taylor, 2010), transductive support vector machines SVMs
(TSVMs) (Bruzzone et al., 2006; Ratle et al., 2010), and graph-based
methods (Bai et al., 2013; Camps-Valls et al., 2007).

In particular, semi-supervised SVM (S3VM) has been success-
fully applied to remote sensing image classification. Marconcini
proposed a novel composite S3VM for the spectral–spatial classifi-
cation of hyperspectral images, which can significantly improve
classification accuracy compared to both supervised SVMs and pro-
gressive S3VM (Marconcini et al., 2009). Munoz-Mari proposed an
algorithm to modify the OC-SVM kernel by modeling the data mar-
ginal distribution with a data graph Laplacian (Munoz-Mari et al.,
2010). Gu successfully used Laplacian SVM for semi-supervised
hyperspectral image classification (Gu and Feng, 2013). A novel
approach for semi-supervised learning that adapts available active
learning methods to a self-learning framework was presented by
Dopido et al. (2013). The aforementioned SSL methods improve
classification performance by different strategies. However, as
the number of training samples is increased, it may be unbalanced
and unbearable for a classifier to correctly exploit all the proper
training samples due to computational issues. Furthermore, if a
mislabeled sample is added for training, it may degrade classifica-
tion accuracy. Thus, a semi-supervised algorithm should be
designed in a computationally efficient fashion with the objective
that classification performance can be truly improved with the
use of additional samples.

In this paper, we evaluate the feasibility of adapting spatial
information into an SSL paradigm, in which the S2SVMSE itself
selects accurate unlabeled samples for training. It makes use of
spatial information in selecting new unlabeled training samples
and generating classifier ensemble. It is assumed that samples in
a homogeneous spatial segment mostly likely belong to the same
class, which helps generate a smooth classification map; mean-
while, samples in the same segment also exhibit within-class vari-
ations, which can be useful for classifier training. Up to now, few
studies that employ spatial information to select unlabeled
samples are reported in the literature. Shi et al. proposed a semi-
supervised dimension reduction algorithm, where unlabeled sam-
ples were selected based on multilevel segmentation results and t
spectrally nearest neighbors similarity measure, and it notes that
the number of the neighbors t controls the accuracy of similarity
measurement, so they recommended to set a larger t to relax the
constraint (Shi et al., 2013). However, it could not perform per-
fectly with limited or few labeled samples, so a-one-nearest neigh-
bor is proposed to take the action of similarity measurement when
labeled samples are very limited. In this work, the mean shift algo-
rithm is used for image segmentation and spatial feature extrac-
tion, and a strongly constrained algorithm called a-one-nearest
neighbor is applied for integrating spatial information when select-
ing new training samples. As a result, our proposed approach com-
bines the spectral–spatial information in the SSL strategy.

The paper is organized as follows. In Section 2, the mean shift
based segmentation is briefly reviewed, and then the proposed
approach is introduced. Section 3 demonstrates the experimental
results. Finally, Section 4 concludes with some remarks.

2. Proposed method

Let X = (x1, x2,� � �, xl, xl+1,� � �, xn) e Rd denote a hyperspectral
image with n pixels and d bands. Let j = {1,� � �, k} be a set of k class
labels, y = (y1, y2,� � �,yl) be the labels of l labeled samples XL ¼
fxigl

i¼1, and XU ¼ fxign
i¼lþ1 be (n�l) unlabeled samples. To perform

the proposed semi-supervised approach, a hyperspectral imagery
is first segmented using the mean shift method, and then unla-
beled samples are selected for training based on the proposed

strategy in Section 2.2, finally, classification result is generated
based on a spectral–spatial feature ensemble method in Section
2.3. Note that during the processes of unlabeled sample selection
and classification result ensemble, spatial information in image
segments is considered.

2.1. Mean shift

In this paper, spatial information is used during the selection of
unlabeled samples and feature ensemble for classification. Here,
the image segmentation method of mean shift (MS) is employed
to extract spatial information. MS method is a nonparametric clus-
tering technique without requiring prior knowledge of the number
and shape for each cluster. It defines an empirical probability den-
sity function, and the modes of densest regions in the space can be
estimated by finding the local maxima of the probability density
function that is estimated by kernel density estimation method
(Comaniciu and Meer, 2002). Once the location of modes is deter-
mined, the cluster associated with it is delineated based on the
local structure in the feature space. Here, we briefly review the
basics of mean shift segmentation (Comaniciu and Meer, 2002).

With the notation defined, given n pixels xi, i = 1,� � �, n in the
d-dimensional space Rd, the kernel density estimator computed
in pixel x is given by,

f ðxÞ ¼ 1

nhd

Xn

i¼1

K
x� xi

h

� �
ð1Þ

where h is the bandwidth. Here, the kernel K(x) is given by
KðxÞ ¼ ck;dkð xk k2Þ, where the function k(x) is called kernel profile,
and the normalization constant ck,d makes K(x) have an integral of
one. Defining the function g(x) = �k0(x) with the assumption that
the derivative of the kernel profile k(x) exists for all x e [0,1). Using
g(x) as the kernel profile, the kernel G(x) is defined as GðxÞ ¼
cg;dgð xk k2Þ, where cg,d is a normalization constant. The goal of the
defined density is to find the modes of densest regions in the space.
The modes are located among the zeros of gradient rf(x) = 0. Thus,
the mean shift vector is defined as:

mh;GðxÞ ¼
1
2

h2c
rf h;KðxÞ
f h;GðxÞ

ð2Þ

mh;GðxÞ ¼
Pn

i¼1xig
x�xi

h

�� ��2
� �

Pn
i¼1g x�xi

h

�� ��2
� � � x ð3Þ

For a hyperspectral image, it is typically represented as a two-
dimensional lattice of d-dimensional vectors. Taking its spatial
and spectral information into the mean shift procedure, the spatial
and spectral information are represented in the spatial and range
domains, respectively, and the multivariate kernel is defined as
the product of these two radially symmetric kernels as:

Khs ;hr ðxÞ ¼
C

h2
s hd

r

k
xs

hs

����
����

2
 !

k
xr

hr

����
����

2
 !

ð4Þ

where xs is the spatial part; xr is the range part of a feature vector; hs

and hr are the kernel bandwidths for spatial and range domains,
respectively, and c is the normalization constant. MS cannot be used
for high-dimensional data (Comaniciu and Meer, 2002; Georgescu
et al., 2003), so dimensionality reduction has to be applied first.
Here, principal component analysis is used for this purpose.

2.2. Selection of unlabeled samples

In contrast to supervised classification algorithms, semi-
supervised methods generally assume that enlarging the training
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