
Digital Signal Processing 57 (2016) 34–45

Contents lists available at ScienceDirect

Digital Signal Processing

www.elsevier.com/locate/dsp

Impulsive noise suppression in the case of frequency estimation 

by exploring signal sparsity

Hongqing Liu a,∗, Yong Li a, Yi Zhou b, Hsin-Chiu Chang c, Trieu-Kien Truong c

a Chongqing Key Lab of Mobile Communication Technology, Chongqing University of Posts and Telecommunications, Chongqing, China
b School of Communication and Information Engineering, Chongqing University of Posts and Telecommunications, Chongqing, China
c Department of Information Engineering, I-Shou University, Kaohsiung County 84001, Taiwan

a r t i c l e i n f o a b s t r a c t

Article history:
Available online 27 June 2016

Keywords:
Frequency estimation
Missing measurements
Impulsive noise
Sparsity
Joint estimation
Speech denoising

The frequency estimation problem is addressed in this work in the presence of impulsive noise. Two 
typical scenarios are considered; that is, the received data are assumed to be uniformly sampled, i.e., 
without data missing for the first case and data are randomly missed for the second case. The main 
objective of this work is to explore the signal sparsity in the frequency domain to perform frequency 
estimation under the impulsive noise. Therefore, to that end, a DFT-like matrix is created in which the 
frequency sparsity is provided. The missing measurements are modeled by a sparse representation as 
well, where missing samples are set to be zeros. Based on this model, the missing pattern represented 
by a vector is indeed sparse since it only contains zeros and ones. The impulsive noise is remodeled as 
a superposition of a unknown sparse vector and a Gaussian vector because of the impulsive nature of 
noise. By utilizing the sparse property of the vector, the impulsive noise can be treated as a unknown 
parameter and hence it can be canceled efficiently. By exploring the sparsity obtained, therefore, a joint 
estimation method is devised under optimization framework. It renders one to simultaneously estimate 
the frequency, noise, and the missing pattern. Numerical studies and an application to speech denoising 
indicate that the joint estimation method always offers precise and consistent performance when 
compared to the non-joint estimation approach.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Frequency estimation is a fundamental problem in estimation 
theory and it has found a wide range of applications in com-
munications, radar, and speech [1,2]. In the past decades, there 
has been considerable interest in this research topic and a va-
riety of frequency estimation methods have been developed. The 
traditional methods of frequency estimation [3–6] are usually de-
veloped under the assumption that the additive noise is Gaussian 
distribution, but, for example, actual wireless transmission system 
often exists for some non-Gaussian noise, which has a significant 
peak pulse waveform and thicker tail probability density function, 
see [7]. This type of noise is impulsive noise and it can be per-
fectly modeled by α-stable distribution [8,9] in which α is the 
characteristic exponent and it will be defined later. In fact, it is 
a generalized version of Gaussian noise. The traditional methods 
designed for Gaussian noise cannot function well under the impul-
sive noise. Therefore, new approaches are needed to handle this 
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type of noise. When it comes to impulsive noise reduction, the 
most popular choice of dealing with it is to utilize �p -norm on 
data fidelity since ‖x‖p exists when p < α [10,11]. It follows from 
[12] that the M-estimate can be adopted for handling impulsive 
noise as well.

The second issue often encountered in practice is missing mea-
surements due to sensors’ failure, data transmission loss, and other 
unknown reasons. The classic approaches designed with uniform 
samples in mind render themselves ineffective under this case. 
In [13], a gapped-data amplitude and phase estimation (GAPE) al-
gorithm is developed. However, it cannot work under the arbitrary 
missing pattern case. The autoregressive moving average (ARMA) 
model developed in [14] is utilized to fit the least square error to 
estimate frequency. Unfortunately, the local minimas prevent the 
algorithm to obtain the optimal solutions. In 2009, the authors in 
[15] proposed an iterative adaptive approach (IAA) to estimate fre-
quency, where a weighted least squares concept is adopted. The 
robust modeling technique was also studied to enhance the sys-
tem robustness in the case of disturbances in [16].

To handle those issues, namely missing measurements and im-
pulsive noise, in this paper, a joint estimation approach is designed 
to simultaneously recover the frequency and missing pattern under 
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Fig. 1. The α-stable distribution.

the impulsive noise condition. The primary objective of this work 
focuses on how to utilize signal sparse property [17] to achieve 
that goal. The frequency sparsity can be easily spotted by trans-
forming the signal into frequency domain. Due to the impulsive-
ness property of the noise, the nearly-sparsity is also observed in 
time domain since it only has few big values and lots of small val-
ues. To find a sparse representation of missing pattern, a sparse 
vector that consists of only zeros and ones is introduced to re-
model the missing measurements problem. With the aid of the 
reformulations performed, a joint estimation approach under an 
optimization framework is readily developed to perform frequency 
and missing pattern estimation while suppressing the impulsive 
noise. To efficiently solve this optimization problem, a two-step 
iterative approach is proposed as well. To demonstrate the perfor-
mance of the proposed joint estimation approach, an application 
of speech denoising is considered. When people converse online, 
the conversation is usually interrupted by the keyboard knocking, 
which is treated as the unwanted noise. Due to the fact that the 
duration of keyboard clicking is usually shorter and stronger when 
compared to the speech signal, this noise can be represented by 
the impulsive noise. To create a better conversation environment, 
the noise is desired to be suppressed. For more details, the inter-
ested readers are referred to [18–20].

The rest of the paper is organized as follows: In Section 2, the 
α-stable distribution is introduced that provides a foundation to 
model the impulsive noise. A joint estimation approach is pre-
sented to estimate the frequency, the impulsive noise in Section 3, 
and to estimate the missing pattern in Section 4, respectively. In 
Section 5, a speech denoising problem is presented and the joint 
estimation approach is utilized to reduce the noise. In Section 6, 
numerical studies for the proposed approach are presented. Finally, 
this paper concludes with a brief summary in Section 7.

2. Impulsive noise

2.1. α-Stable distribution

The generalized central limit theorem states that if the sum 
of independent and identically distributed (i.i.d.) random variables 
with or without finite variance converges to a distribution by in-
creasing the number of variables, the limit distribution must be-
long to the family of stable laws, see [10]. The main difference 
between the stable and Gaussian distributions is that the tails of 
the stable density are heavier than that of the Gaussian density. 

However, in general, there is no closed-form expression for the 
probability density function (PDF) of stable distributions. The most 
convenient way to define them is to use the characteristic function. 
That is [10]

ϕ(t) = exp{ jat − |γ t|α[1 + jβsign(t)ω(t,α)]}, (1)

where

ω(t,α) =
{ − tan πα

2 , if α �= 1
2/π log |t|, if α = 1

sign(t) =
⎧⎨
⎩

1, if t > 0
0, if t = 0
−1, if t < 0

In (1), the meanings of the four parameters α, γ , β , a are given 
as follows:

(i) α (0 < α ≤ 2) is the characteristic exponent. It is the most 
important parameter, which determines the shape of the distribu-
tion and controls the heaviness of the tails of the density function. 
The heavier of the tails is, the more severe the impulsiveness is.

(ii) γ (γ > 0) is the dispersion parameter, which determines 
the spread of the density and acts in a similar way to the variance 
of the Gaussian density.

(iii) β (−1 ≤ β ≤ 1) is the symmetry parameter and β = 0 cor-
responds to the symmetric α-stable (SαS) distribution, i.e., sym-
metric about a.

(iv) a (−∞ < a < ∞) is the location parameter, which is the 
mean when 1 < a ≤ 2 and the median when 0 < a < 1 for SαS 
distributions.

It is interesting to note that the pth-moment with p < α ex-
ists, which will be used later in algorithm development. Due to 
the impulsive nature of the noise, the algorithms designed for the 
Gaussian distributed noise will not work in this case. However, the 
�p-norm is widely used for this kind of noise. However, one excit-
ing property we notice is that due to impulsive nature, this type 
of signal can be seen as a nearly-sparse signal. This property can 
be more clearly observed in Fig. 1 in which the impulsive noise 
usually has a few big spikes and lots of small values. This observa-
tion turns out to be our benefit since this sparsity property can be 
utilized to cancel the noise.

Lemma 1 (Moments of Stable Variable): If x is a SαS random vari-
able, the fractional lower order moment precisely has the form

E(|x|p) =
{

C(p,α)γ p/α, 0 < p ≤ α
∞, otherwise
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