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This paper deals with the development of robust diffusion strategy for wireless sensor networks using 
minimum-Wilcoxon-norm. The Wilcoxon norm based robust estimation now-a-days has drawn the 
attention of the signal processing community for its scale equivariant property and simplicity. Exhaustive 
mathematical analysis has been presented to obtain the proposed diffusion minimum-Wilcoxon-norm 
(dMWN) algorithm. Steady state performance analysis of the algorithm has also been carried out to show 
the stability of the proposed method. Asymptotic linearity of rank test [1] is used for the convergence 
analysis of the proposed method. Extensive simulations have been given to demonstrate the efficacy of 
the proposed algorithm.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Wireless sensor networks (WSN) find extensive application in 
modern world ranging from agriculture to tracking and smart 
house [2,3]. These applications rely on estimation of some param-
eters of interest from the spatio-temporal data measured by sensor 
node spread throughout the environment. Ad-hoc scenario and fi-
nite power constraints of WSNs have forced to design distributed 
algorithms based on data sharing among the neighboring sensor 
nodes for estimation of the parameter of interest. Different dis-
tributed strategies have been addressed in the existing literature. 
The major strategies are: (i) incremental [4–6], (ii) consensus [7,8]
and (iii) diffusion type [9–12]. Among these the diffusion strat-
egy is superior and robust compared to other two strategies in 
terms of performance, implementation and flexibility to node/link 
failure [12–14]. The diffusion strategy uses cost function optimiza-
tion approach to estimate the parameters. All adaptive estimation 
techniques can be extended to adapt the diffusion strategy for dis-
tributed parametric estimation problem. For example the diffusion 
LMS and RLS algorithms have been reported to estimate the pa-
rameters using the distributed strategy. The diffusion techniques 
have also been developed for distributed space-time varying pa-
rameter estimation in [15]; non-stationary data and imperfect in-
formation exchange scenario [16]; distributed tracking the state of 
a dynamic system [17]; distributed detection [18]; distributed dic-
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tionary learning [19] and distributed pareto optimization [20]. Also 
this strategy has been used for modeling bird flight formation [21].

However, all these techniques are based on least squared error 
cost function which is sensitive to outliers present in the measured 
data. In addition to the additive white Gaussian noise (AWGN), im-
pulsive random noise generated from atmosphere [22], co-channel 
interference, node failure, and presence of the nonlinearities and 
saturation effects in the practical sensor also affect the measured 
data. Hence, the distribution of the noise can no more be con-
sidered to be Gaussian. Estimation in such adverse situations can 
be done using any one of (i) model expansion; (ii) recursive esti-
mation of the probability density function (PDF); and (iii) robust 
statistics based approach. Since in most of the signal processing 
algorithm the parameter is estimated recursively hence model ex-
pansion is not suitable. Because for expansion of the model order 
all the measured data should be available at the processor of the 
sensor node, which is not possible for a distributed ad-hoc net-
work. Recursive estimation of PDF of the noise require more com-
putation. Apart from this since the data are present distributively 
throughout the environment, the estimation requires more com-
munication overhead. Under such a scenario the third approach 
seems to be more feasible for the WSN environment.

Robust statistics based algorithms are broadly classified into 
three types: M-, L- and R-type estimators. M-estimators like Hu-
ber’s loss function depend on a predefined parameter which needs 
to be fine tuned in order to get good estimation accuracy. This pa-
rameter depends on the deviation of the noise distribution from 
the normal distribution. In general this method is not scale equiv-
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ariant. In order to make it scale equivariant another parame-
ter such as median absolute deviation (MAD) needs to be es-
timated and to be incorporated in the estimation process. This 
requires more computations. M-estimators are divided into Mono-
tone M-estimator and redescending M-estimators. In monotone 
M-estimator monotone function of the error is being used. This 
monotone function being a convex function, the optimum pa-
rameter can be achieved using gradient method. However, the 
main drawback is that in presence of heavy tailed noise or strong 
outliers its performance is poor [23,24]. Where as redescending 
M-estimator uses a non-convex function of the error and hence 
strongly reduces the effect of outliers. Due to the presence of the 
redescending function, the gradient based solution may fall into 
the local minima. By incorporating the MAD or other scale estima-
tor to get the solution near to the global minima and then shifting 
to the redescending estimator superior performance is achieved. 
The L-estimators are themselves scale equivariant and do not de-
pend on any predefined parameter. But their performance is infe-
rior to that of the M- and R-estimators. R-estimator is called rank 
based estimator. In this type of estimator, the cost function is de-
signed using the score value, which depends on the rank order and 
magnitude of the error value in one block [25]. This estimator is 
also scale equivariant and it’s performance is superior than other 
robust estimators. This estimator has many other advantages too 
[26].

Due to the above stated reason, the Wilcoxon norm [1,27] has 
drawn the attention of the signal processing community to design 
efficient robust algorithms. The Wilcoxon norm has been used in 
[28–30] for robust learning machine and robust system identifi-
cation. This norm has also been used in [31,32] for distributed 
robust parameter estimation. In this paper, in order to address the 
concerns of different traditional least square techniques discussed 
above in a distributed scenario with the limitation of incremental 
mode of cooperation, a robust diffusion minimum Wilcoxon norm 
is proposed. Besides this we also carry out the convergence analy-
sis of the proposed algorithm which could have been done in many 
of the reported work.

This paper not only deals with the development of the al-
gorithm but also a strong performance comparison is presented. 
The Wilcoxon norm depends on the rank order and magnitude of 
the error value in a given block. Hence rank based norm analy-
sis deviates from the least square error analysis by a large fac-
tor (Illustrated extensively in Section 2). Performance analysis of 
the proposed algorithm is done using the asymptotic linearity of 
rank test [1] and energy conservation principle [33]. Moreover, 
this type of performance approach differs from the statistical lit-
erature based performance measure. In statistical literature the 
main performance measures of robust techniques are: finite break-
down point and the bounded influence functional of the robust 
norm. Unlike statistical method our proposed technique deals with 
the iterative formulation of the algorithm and then the perfor-
mance curve is evaluated similar to the energy conservation prin-
ciple [33].

Exhaustive simulations have been performed for varieties of the 
environmental condition and it is observed that the proposed algo-
rithm is robust against outliers in the desired data. It is also found 
that the theoretical predicted steady state matches strongly with 
the simulation steady state result.

This paper uses the following denotation. Bold capital and bold 
small letters are used to denote the matrix and vector respec-
tively. Small and capital letters are used to represent scalar and 
functions respectively. The superscript [.]T represents the trans-
pose of a matrix or a vector. The trace of a matrix is denoted by 
Tr(.), expectation is denoted by E(.), ⊗ denotes Kronecker product. 
The notation col{. . .} stands for a vector obtained by stacking the 

specified vectors. Similarly, we use diag{. . .} to denote the block 
diagonal matrix consisting of the specified vectors or matrices.

The rest of the paper is organized as follows. Problem is for-
mulated in Section 2. Section 3 deals with the development of the 
proposed distributed algorithm. Mean stability analysis of the algo-
rithm is given in Section 4. Steady-state analysis of the proposed 
method is provided in Section 5. Simulation results and discussions 
are presented in Section 6. Finally the conclusion of the proposed 
work is given in Section 7.

2. Problem formulation

In WSN, sensors are spread throughout the environment so that 
the spatial events present in the environment can be captured. 
Suppose N number of sensor nodes are present in the environ-
ment from time T0 to time T1 and the input and the measured 
data are related by a linear model. Let X(n) and y(n) are the entire 
spatio-temporal input and desired data from time T0 to T1, given 
as

X(n) = [ X1 X2 · · · XN
] �p×nN

y(n) = [ yT
1 yT

2 · · · yT
N

]T �nN×1
(1)

where Xk and yk are the local input and desired data at any node 
k : 1 ≤ k ≤ N which is given by Xk = [

Xk,1 Xk,2 · · · Xk,n
]

and 
yk = [ yk,1 yk,2 · · · yk,n

]T
where, Xk,q ∈ �p for q = 1, 2, . . . , n and 

term p represents the filter order. The relation between input and 
desired data is given below

y(n) = XT (n)wo + v(n) (2)

where, v(n) is the white noise present in the measured data. The 
objective is to estimate the parameter wo from the desired data 
y(n) and the corresponding input data X(n). The objective can be 
formulated as an optimization problem as given in (3)

ŵ = arg min
w

∥∥∥y(n) − XT (n)w
∥∥∥∗ (3)

When the noise v(n) is white and Gaussian the optimization 
problem in (3) can be changed to ŵ = arg min

w

∥∥y(n) − XT (n)w
∥∥2

2. 

The least square error cost function is sensitive to the outliers 
present in the measured and input data. It has been already dis-
cussed, the measured data are often corrupted by the outliers. 
Hence, least square cost function does not converge to the opti-
mum value. This triggers to the use of Wilcoxon norm cost func-
tion for estimation of the parameter.

2.1. The Wilcoxon norm

The Wilcoxon norm, a pseudo norm, [1,27] is usually defined 
by a score function ϕ (u), u ∈ [0,1]. The score function is a nonde-

creasing function, having two basic properties i.e. (i)
1∫

0
ϕ (u)du = 0, 

(ii) 
1∫

0
ϕ2 (u)du < ∞.

The Wilcoxon norm of any vector s ∈ �L is given as

‖s‖w =
L∑

i=1

ϕ (R(si)/(L + 1)) si (4)

where R (si) is the rank order of element si in the vector s which 
means, if all the elements in the vector s are arranged in the 
increasing order, then the rank order of si is the position of si
from the minimum one. The score function ϕ (u) is given by 
ϕ (u) = √

12 (u − 0.5).
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