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The goal of algorithms for joint beamforming and power control in communication systems with antenna 
arrays is to minimize the transmission power while keeping the signal-to-interference-plus-noise ratio 
(SINR) above a minimum acceptable level. To meet this goal, one appealing approach is to first use 
a training sequence to adaptively obtain the beamforming coefficients and then, in a second step, to 
update the transmission power. However, such a power update often changes the beamforming scenario 
abruptly, leading to a nonstationary behavior that may greatly impair the performance of the adaptive 
beamforming algorithm. To overcome this problem, a novel approach for joint beamforming and power 
control is proposed here. Such an approach is based on a continuous iterative update of the transmission 
power that allows controlling the undesirable nonstationary behavior of the beamforming scenario, 
thereby significantly improving the performance of the joint beamforming and power control. Simulation 
results are shown aiming to confirm the effectiveness of the proposed approach.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

In mobile communication systems, the control of the transmis-
sion power is of fundamental importance to reduce interference 
levels as well as increase the battery lifetime of mobile terminals 
[1–3]. Such control can greatly benefit from the use of adaptive 
antenna arrays, since their beamforming capability allows the re-
duction of the transmission power without compromising the link 
quality. In this context, considerable research effort has been de-
voted to develop algorithms for jointly performing power control 
and beamforming in mobile communication systems [4–13].

The optimization problem that has given rise to most of the 
joint beamforming and power control algorithms found in the lit-
erature was originally formulated in [5] and [6]. This problem 
corresponds to the minimization of the total system transmission 
power subject to constraints of minimum signal-to-interference-
plus-noise ratio (SINR) [12,14–20]. The challenge in many practi-
cal applications is to solve such a minimization problem in real 
time. One interesting approach to meet this challenge is based 
on exploiting training sequences available in some communica-
tion systems, thus avoiding the need to estimate the channel state 
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information. This approach forms the foundation of one of the al-
gorithms proposed in [6], in which the power control is based on 
the minimum mean-square error (MMSE) between the training se-
quence and the antenna array output. The first stage of such an 
MMSE-based algorithm is devoted to obtaining the beamforming 
coefficients that minimize the mean-square error (MSE) between 
the training sequence and the antenna array output. This process 
takes a certain period of time since it depends either on the con-
vergence of an adaptive algorithm (that iteratively seeks to find 
the optimal beamforming coefficients) or on the estimation of the 
correlation data required for the direct evaluation of the optimal 
coefficients (by using the Wiener solution). After this period, the 
MMSE-based algorithm proceeds to a second stage in which the 
achieved MMSE is exploited to update the uplink transmission 
power aiming to attain a minimum acceptable SINR. The main 
problem of such an approach arises from the fact that the second 
stage (transmission power update) often produces abrupt changes 
in the system characteristics. As a result, the beamforming coef-
ficients obtained in the first stage are no longer optimal and the 
SINR actually falls below its minimum acceptable level. Then, the 
MSE minimization (first stage) has to be repeated again before car-
rying out a new update of the transmission power. This cycle is 
repeated after each new power update, leading to a highly nonsta-
tionary environment that threatens the beamforming convergence 
process and makes the power control slow and ineffective.
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Fig. 1. Uplink communication scenario.

In this paper, a novel algorithm for updating the beamform-
ing and the transmission power in the uplink channel of mobile 
communication systems is proposed. Such an algorithm is devel-
oped with the aim of providing control over the nonstationary 
behavior arising from the transmission power update, which is 
particularly valuable for preserving the tracking capability of the 
adaptive beamforming algorithm used in a joint beamforming and 
power control scheme. In this context, the proposed algorithm per-
forms a simultaneous update of both the transmission power and 
the beamforming coefficients at each iteration, leading to a very ef-
fective joint beamforming and power control with high robustness 
against system changes.

This paper is organized as follows. Section 2 lays the ground-
work for joint beamforming and power control based on training 
sequences, including a description of the aforementioned MMSE-
based algorithm and its practical implementation. In Section 3, the 
proposed algorithm and the optimality of the obtained solution are 
discussed. Section 4 shows numerical simulation results aiming to 
assess the performance of the proposed algorithm. Finally, conclud-
ing remarks are presented in Section 5.

2. System model and problem statement

In this section, the system model considered to derive the pro-
posed algorithm is first presented. Then, the MMSE-based algo-
rithm is described followed by a discussion regarding its imple-
mentation in real-world applications.

2.1. System model

In the scenario considered in this paper (see Fig. 1), each of 
the M mobile terminals (MTs) from co-channel users transmits 
its own signal using a single antenna, whereas the reception at 
the base station is carried out through an array of K antennas. 
In this context, considering that the signal coming from the mth 
user is composed of Lm predominant multipath components, the 
corresponding signal vector received by the antenna array can be 
modeled as

sm(n) = √
Pm(n)Hm(n)νm(n) (1)

where Pm(n) denotes the transmission power, νm(n) = [νm,1(n)

νm,2(n) · · · νm,Lm (n)]T, the Lm-dimensional complex vector con-
taining the data symbols arriving from each multipath component, 
and Hm(n) = [hm,1(n) hm,2(n) · · · hm,Lm (n)], the K × Lm spatial-
response matrix of the mth user whose column hm,l(n) represents 
the K -dimensional complex steering vector [21] of the lth multi-
path signal. It is worth mentioning that (1) can also be used for 

modeling multiple-input multiple-output (MIMO) systems with a 
single data stream, no multipath, and an array with Lm anten-
nas available in the MTs. However, for the scenario with single-
antenna users and multipath channels illustrated in Fig. 1, we can 
assume that the channels have independent fading. Thus, the el-
ements of νm(n) are modeled as complex Gaussian random vari-
ables whose magnitude and phase have, respectively, Rayleigh and 
uniform probability density functions. Now, summing the signals 
coming from all users and also considering a K -dimensional com-
plex vector z(n) to represent the additive white Gaussian noise 
(AWGN) of each antenna, one can model the complex baseband 
input vector x(n) = [x1(n) x2(n) · · · xK (n)]T of the antenna array 
as

x(n) =
M∑

m=1

sm(n) + z(n) =
M∑

m=1

√
Pm(n)Hm(n)νm(n) + z(n). (2)

Such a vector is then processed by using beamforming coefficients 
that are specific for each user in the system. Thus, the array output 
[21] for the mth user can be written as

ym(n) = wH
m(n)x(n) (3)

with wm(n) = [wm,1(n) wm,2(n) · · · wm,K (n)]T denoting the cor-
responding complex beamforming vector. Considering equal mean 
powers for the multipaths and assuming that the fading is normal-
ized and independent [22], one has

E
[
νm(n)νH

m(n)
] = 1

Lm
ILm (4)

with ILm denoting an Lm × Lm identity matrix. Then, substituting 
(2) into (3) and considering (4), the mean power of ym(n) can be 
expressed as

E
[∣∣ym(n)

∣∣2] =
M∑

i=1

Pi(n)wH
m(n)Ri(n)wm(n) + σ 2

z

∥∥wm(n)
∥∥2

(5)

with

Ri(n) = 1

Li
Hi(n)HH

i (n) (6)

representing the spatial covariance matrix for the ith user and σ 2
z

denoting the variance of the noise.
The SINR for the mth user (which is a measure of link quality) 

is defined as the ratio between the term of (5) related to such a 
user [the one that depends on Rm(n)] and the (remaining) terms 
related to other users and to the noise [23,24]. Thus,

Γm(n) = Pm(n)wH
m(n)Rm(n)wm(n)∑M

i �=m Pi(n)wH
m(n)Ri(n)wm(n) + σ 2

z ‖wm(n)‖2
. (7)

As depicted in Fig. 1, the beamforming and power control algo-
rithm for the mth user uses a reference (training) signal dm(n) that 
is available at the base station. In this context, the mth-user error 
signal is defined as

em(n) = dm(n) − ym(n). (8)

Now, using (8) along with (3)–(6), the MSE for the mth user can 
be written as

E
[∣∣em(n)

∣∣2] = σ 2
dm

− 2 Re
[
wH

m(n)rm(n)
] + wH

m(n)Rx(n)wm(n) (9)

where σ 2
dm

denotes the variance of dm(n),

Rx(n) = E
[
x(n)xH(n)

] =
M∑

m=1

Pm(n)Rm(n) + σ 2
z IK (10)
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