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In this paper, we consider the problem of social learning in a network of agents where the agents make 
decisions sequentially by choosing one of two hypotheses on the state of nature. Each agent observes a 
signal generated according to one of the hypotheses and knows the decisions of all the previous agents 
in the network. The network contains two types of agents: rational and irrational. A rational agent makes 
a decision by not only using its private observation but also the decisions of each of the agents which 
already made decisions. To that end, the agent employs Bayesian theory. An irrational agent makes a 
decision by ignoring the available information and by randomly choosing the hypothesis. We analyze 
the asymptotic performance of a system with rational and irrational agents where we study rational 
agents that use either a deterministic or random decision making policies. We propose a specific random 
decision making policy that is based on the social belief and the private signals of the agents. We prove 
that under mild conditions the expected social belief in the true state of nature tends to one if the 
rational agents use the proposed random policy. In a network with rational agents that use deterministic 
policy, the conditions for convergence are stricter. We provide simulation results on the studied systems 
and compare their performance.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

An important issue in social learning is how agents make de-
cisions and learn from the decisions of other agents. When agents 
make decisions based on private and imperfect information, it is 
natural that they also use information in the decisions of other 
agents made in a similar situation. In this work, we consider 
agents that make their decisions on one of two hypotheses H0 and 
H1 one at a time in a sequential manner. When an agent makes 
its own decision, it broadcasts it to all the agents that will subse-
quently be making decisions. The graph that describes our system 
is a directed graph shown in Fig. 1. We note that the motivation 
for studying this network is understanding some basics of social 
learning with random decision making rather than a particular ap-
plication of signal processing.

Applications of sequential decision making can be found in 
many fields including distributed detection in wireless sensor net-
works. There, the need for low-cost and low-power devices forces 
every sensor to aggregate all its information into a one bit deci-
sion [1,2]. In [3], a comprehensive introduction to this problem was 
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provided. Another major application is the understanding of social 
learning in multi-agent systems. In these systems, the agents make 
decisions not only from their private observations, but also from 
the decisions made by others [4]. As indicated in [5], the study of 
social learning addresses the problems of modeling the interaction 
of the agents in the network while learning takes place.

In social learning systems, an agent can learn from the de-
cisions of agents that already made them by using either non-
Bayesian approaches or the Bayesian methodology. For example, 
in [6–8], non-Bayesian social learning methods were studied. In 
[4,9–15], the agents had Bayesian social learning strategies in ob-
taining information from previous decisions. Although the Bayesian 
learning methods provide a fast convergence rate to one of the 
hypotheses, the agents that employ the Bayesian machinery may 
ignore their private observations and herd on the wrong decision. 
Some work on this issue can be found in [4,9], where the inter-
est was in studying herding behavior and information cascades. 
In [11], the authors provided the sufficient conditions for asymp-
totic learning in Bayesian social learning systems. In [16], the au-
thor studied this problem from the perspective of quickest time 
change detection. Recently, random decision making was addressed 
in [17]. In [18], the authors considered the effect of the decisions 
of subsequent agents on the utility of a current agent by using a 
Chinese restaurant game model. They proposed an optimal strat-
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egy for decision making. This approach was applied to cognitive 
radio networks [19]. Another extension of this problem was a sce-
nario with noisy links [20], where the decisions were broadcasted 
through a noisy channel and thereby the decisions could be ran-
domly flipped or erased. An overview of models and techniques for 
studying social learning can be found in [5,10]. In this paper, our 
study is within the framework of Bayesian social learning.

In the analysis of social learning systems, one typical question 
is the following: Does the probability of error in decision mak-
ing converge to zero as the number of agents goes to infinity? 
The answer depends on (a) whether the log-likelihood ratio of pri-
vate observations is bounded and (b) whether the memories of the 
agents are finite (the size of the memory of an agent is the num-
ber of decisions of other agents available to the agent). In [21–23], 
the problem with finite memory was addressed. In [21], a system 
where each agent could only observe the decision of its immediate 
previous agent was investigated. It was shown that if the likelihood 
ratio test is employed for decision making, the error probability 
does not converge to zero if the ratio is bounded. In [22], so-
cial learning with sampling of past decisions was addressed. There, 
each agent made inference by the Bayesian method and using very 
few samples from the decision history of the agents. In the case of 
bounded log-likelihood ratios, a non-Bayesian decision policy was 
proposed whose probability of decision error converges to zero 
[23]. In [11,24], the agents had infinite memory, and the condi-
tions for asymptotic learning were listed.

In the literature, it is common to assume that the agents know 
the decision making policy of the other agents, or that the policy is 
identical for every agent (e.g., [4,16,20]). In this work, we address 
the problem of social learning in a system of heterogeneous agents. 
The agents can be either rational or irrational and they make the 
decisions sequentially, one at a time. A rational agent makes a de-
cision according to the posterior of the hypotheses (conditioned on 
the decisions of the previous agents and its private observation). 
By contrast, an irrational agent simply ignores all its available in-
formation and makes a decision by flipping a fair coin. The agents 
do not know which of them are rational and irrational but they 
know the percentage of irrational agents in the network.

More related work on social learning with heterogeneous 
agents can be found in [25–27]. In [25], the problem of mis-
information spread was addressed, where the social system was 
modeled by a random network and the agents used a gossip style 
method to update their beliefs from the exchanged information. 
In [26], with a binary voter model, the authors studied the effect 
of stubborn agents in social systems. There, the stubborn agents 
are agents that never change their beliefs. In [27], the authors 
discussed the relationship between the convergence rate of an 
average-based learning method and the homophily of the multi-
type random networks. In all of these papers, however, there is no 
randomness in the decisions making.

In this paper, we study two cases. In the first, the rational 
agents for decision making use a deterministic policy whereas in 
the second, they employ a random policy. In [17], we proposed a 
random decision making policy and compared it to the determin-
istic policy. In that comparison, all the agents were rational. We 
showed that with the deterministic policy, the probability of de-
cision error may fail to converge to zero due to an information 
cascade. On the contrary, with the random policy, the probability 
of decision error is guaranteed to converge to zero. In this work, 
because of the presence of irrational agents, this probability does 
not converge to zero. However, if an agent is rational, its prob-
ability of a decision error converges to zero. Furthermore, if the 
social belief is defined by the posterior on the true state of nature 
conditioned on all the known decisions, then we show that it al-
ways converges to one in probability if the rational agents adopt 
the random decision making policy. This is not the case when they 

Fig. 1. Social learning in a sequential decision making system. The symbol yn is the 
private signal of agent An , and αn is the decision of this agent.

use the deterministic policy. In summary, the main contributions 
of this paper are (1) a proof that the presence of irrational agents 
does not affect the asymptotic probability of the rational agents if 
they adopt random policy and (2) a proof that in a system with 
random agents herding does not take place.

The paper is organized as follows. In the next section we de-
scribe the models of the sequential system and explain the social 
learning process. In Section 3, we introduce both the determinis-
tic and the random decision making policies. The analyses of the 
convergence of the social belief and the probability of decision er-
ror are provided in Section 4. Simulation results are presented in 
Section 5, and concluding remarks in Section 6.

2. Problem formulation

The process of social learning is illustrated in Fig. 1. We con-
sider the decision making problem in networks of agents An , 
n ∈ N

+ , where the agents make decisions and broadcast them se-
quentially one at a time to all the subsequent agents. Mathemat-
ically, each agent An receives an independent private observation 
yn that is generated according to one of the following two hy-
potheses:

H1: yn ∼ φ1(yn)

H0: yn ∼ φ0(yn), (1)

where φk(yn) denotes the distribution of observation yn under Hk , 
∀k ∈ {0, 1}. We assume that these two distributions are known to 
all the agents and that each agent has noninformative prior prob-
abilities on the hypotheses. Thus, we have p(H0) = p(H1) = 1/2. 

Let log

(
φ1(yn)

φ0(yn)

)
be the log-likelihood ratio (LLR) of the hypothe-

ses. We discriminate two types of LLRs, bounded and unbounded. 
An LLR is bounded if there exist two finite real numbers m and 
M , such that ∀ yn , log

(
φ1(yn)

φ0(yn)

)
∈ [m, M]. Otherwise, the LLR is 

unbounded.
In the network, there is a positive probability that an agent An

behaves irrationally. An irrational agent An , makes its decision by 
drawing from a Bernoulli distribution with parameter η ∈ (0, 1), 
i.e.,

αn ∼ Ber(η), (2)

where αn denotes the decision made by An and αn ∈ A = {0, 1}. 
Let In be an indicator function taking a value of one if the agent 
An is irrational; otherwise, it is zero. Then we set that p(In = 1) =
ξ < 1, ∀n ∈N

+ . In the rest part of this paper, we assume that both 
η and ξ are known by all the agents in the network.

Here we remark that the model in (2) is just one possible for-
mulation of irrational behavior. In our work, an irrational agent 
is an agent that ignores all the available information to it and 
makes decision randomly according to a certain law. The simplic-
ity of this irrational behavior model notwithstanding, allows us to 
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