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a b s t r a c t

An efficient new approach to 3D scene reconstruction from an uncalibrated image

sequence without anything known about the scene and the cameras is proposed.

Present algorithms cannot deal with cameras with aspect ratio deviated from 1.0 well.

Camera intrinsic parameters are skillfully handled in the cost function of the self-

calibration phase to dispose the variable aspect ratio. Compared with existing

algorithms, both intrinsic parameters of cameras and feature points of the scene, can

be recovered efficiently, even for the cameras with aspect ratio greatly deviated from

1.0, like 0.6 and 2.3 in practice. Both synthetic and real data have been used to test the

proposed method. The method is verified to be more accurate and practical than state-

of-the-art algorithms, even if the aspect ratio is 2.5. Moreover, the reconstruction does

not require any further non-linear optimization for general applications.

& 2009 Elsevier B.V. All rights reserved.

1. Introduction

Recovery of a scene structure has been studied for
several decades. The classic method is presented in [3], of
which camera self-calibration is a key and difficult
problem and is the main subject of this paper. Much
work has been done on camera self-calibration so far.
All the algorithms can be divided into batch and stratified
approaches according to the existence of projective
reconstruction. Representatives of the former are the
classic approaches proposed by Maybank et al. [1,2],
Mendonca and Cipolla [9], while the methods proposed by
Armstrong [3], Hartley et al. [4,5], Heyden [7], Triggs [8],
Pollefeys et al. [14,15], Nistér [11], Chandraker et al. [16]
and so on belong to the latter. Of those methods, [5,14]
require that affine reconstruction is obtained first and
used as the initialization towards Euclidean reconstruc-

tion. A more detailed discussion of stratification can be
referred to [18].

Kruppa equations [1] based on the absolute conic are
known to be difficult to be solved numerically, especially
with large number of views. A variant of that approach is
proposed in [7] where epipolar components are removed
in the equations, and the sensitivity to noise is reduced.
Afterwards, Triggs [8] firstly used absolute quadric to
encode the camera parameters in the algorithm frame-
work, and it is more general and gauge free. Lately
Pollefeys et al. [15] used it to calibrate cameras with
variable intrinsic parameters, but the initial value is
proven to be a problem, and the camera intrinsic
parameters matrix (parameter model) used for test is
empirical and special.

The modulus constraints have been used to locate the
infinity plane in [14], but it can only permit variance of
focus length. The algorithm proposed in [5] follows the
rigorous stratified approach, but our experiments have
verified the execution time is very long at the step of
searching for the plane at infinity. The possible reason is
the SVD decomposition operation within the iteration
process with large number of views.
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Nistér [11] has modified cheirality [6] constraints with
respect to camera centers only and utilized a cost function
reflecting the prior likelihood of camera intrinsic para-
meters. The convergent speed of the method is fast, but
the accuracy is significantly reduced as the ratio of scale
factors (aspect ratio) largely deviated from 1.0. It is unable
to be applied to some cameras, like Texas CCD TC-244/245
with aspect ratio 2.3, and Sony CCD ICX055 with aspect
ratio 0.6 presented in [23].

A method using the singular values of essential matrix
has been proposed in [9]. It does not require a consistent
set of weakly calibrated camera matrices. Some experi-
ments in [10] have verified the convergence in several
cases, but the requiring calculation of the fundamental
matrix induces the non-linear method will not converge
in some camera motion cases. The accuracy of the result is
not good since it is very sensitive to noise.

Recently, Habed and Boufama [17] converted Kruppa
equations into a set of bivarate polynomial equations for
constant intrinsic parameters in order to simplify and
speed up the process of solution. However, the method
still consists of two drawbacks: one is that it can not use
prior information of the camera parameters, and the other
is the low accuracy.

Besides, rank degeneracy and positive semidefiniteness
of the dual quadric have been enforced as part of the
estimation procedure in [16], resulting in the complication
of non-linear solution. The initial value and convergence
are two difficult problems.

The performances of the actual experiments following
the methods proposed by Pollefeys et al. [15] and Nistér
[11,12] have determined the features and relations of the
camera intrinsic parameters should be paid more atten-
tion, so that the solution will be more acceptable.

We propose a stratified new approach, leave some
parts of parameter model known, and extend current cost
function. The algorithm consists of three steps. Firstly,
projective reconstruction is implemented by factorization
of the measurement matrix or decomposition of the
fundamental matrix, and bundle adjustment [20] refine-
ment afterwards. Secondly, find the projective transfor-
mation to upgrade to metric reconstruction through
Levenberg–Marquardt (LM) iterative method with a new
cost function based on the prior work of Nistér’s. The last
step is the global metric bundle adjustment with all the
camera parameters, which is optional for the requirement
of the accuracy.

The rest of the paper is organized as follows. Section 2
establishes some notations and basic principals. Section 3
introduces the new cost function we proposed. Section 4
outlines the method we proposed. Section 5 presents
experiments on synthetic and real data, and conclusions
are drawn in Section 6.

2. Basic principals and notations

A multi-view perspective camera can be modeled
through the following equation:

lijxij ¼ PiXj ði ¼ 1;2; . . . ;M; j ¼ 1;2; . . . ;NÞ, (1)

where M, N indicate the number of views and 3D points
separately, Pi is the ith camera’s projection matrix,
Xj ¼ ½x y z 1�T is the homogenous coordinates of the jth
3D point in the world reference frame, xij ¼ ½u v 1�T is the
homogenous coordinates of the ith image point in the jth
view, and lij is the projective depth.

It has been shown that it is only able to obtain a
projective calibration from an uncalibrated image se-
quence through matches of pixel feature points and
epipolar geometry [18].

After projective reconstruction, the remaining task is
mainly to find the projective transform H to upgrade the
results to metric reconstruction f ~Pi; ~Xj;Ki;Ri; tig. The rela-
tions can be expressed as follows:

~Pi ¼ PiH
�1, (2)

~Xj ¼ HXj, (3)

and ~Pi can be written as

~Pi ¼ KiRi½I � ti�, (4)

with

Ki ¼

auðiÞ sðiÞ u0ðiÞ

avðiÞ v0ðiÞ

1

2
64

3
75, (5)

Ki encodes the intrinsic parameters of the ith camera,
within which auðiÞ and avðiÞ indicate horizontal and
vertical scale factors, respectively, avðiÞ=auðiÞ is the aspect
ratio, sðiÞ is the skew and ðu0ðiÞ;v0ðiÞÞ is the principal point.
ðRi; tiÞ denotes a rigid transformation (motion para-

meters) of the ith camera, where Ri is a rotation matrix
and ti is a translation vector.

Assume u0ðiÞ ¼ wi=2 and v0ðiÞ ¼ hi=2, where ðwi;hiÞ is
the (width, height) of the ith camera.

Let

KnðiÞ ¼

1=ðwi þ hiÞ �wi=2ðwi þ hiÞ

1=ðwi þ hiÞ �hi=2ðwi þ hiÞ

1

2
64

3
75. (6)

It is feasible to assume sðiÞ ¼ 0 as sðiÞ ! 0 for most
applications.

Multiply Ki with KnðiÞ to the left, and the result is

K 0i ¼ KnðiÞKi ¼

auðiÞ=ðwi þ hiÞ

avðiÞ=ðwi þ hiÞ

1

2
64

3
75. (7)

It is very simple compared with Ki, and it is easier to find
the two unknown parameters in the diagonal. KnðiÞ is a
known upper triangular matrix, which will not affect the
solution of motion parameters. When K 0i is found, Ki will
be obtained through left multiplied with KnðiÞ�1 to the
left.

3. Maximum-likelihood estimation

As in majority of modern digital camera systems, the
image center is the center of the retinal plane, skew is
almost 0, and the varying parameters are the scale factors.
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