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a b s t r a c t

Image quality assessment (IQA) aims at developing computational models that can pre-
cisely and automatically estimate human perceived image quality. To date, various IQA
methods have been proposed to mimic the processing of the human visual system, with
limited success. Here, we present a novel IQA approach named biologically inspired fea-
ture similarity (BIFS), which is demonstrated to be highly consistent with the human
perception. In the proposed approach, biologically inspired features (BIFs) of the test
image and the relevant reference image are first extracted. Afterwards, local similarities
between the reference BIFs and the distorted ones are calculated and then combined to
obtain a final quality index. Thorough experiments on a number of IQA databases
demonstrate that the proposed method is highly effective and robust, and outperform
state-of-the-art FR-IQA methods across various datasets.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

The past decades have witnessed a dramatic increase in
the number of images with the tremendous development of
social networking websites, smartphones, and cameras. And
various systems have been developed to deal with such a
large scale of images. In these systems, image quality usually
plays a significant role. For example, images of poor quality
may lead to obstacles in learning or applying such systems for
practical applications, e.g. scene recognition [1], image
retrieval [2], and so on. In addition, image quality can be
adopted as a criterion for evaluating the performance of
image processing systems [3–5], optimizing image processing
algorithms, and monitoring the working condition of devices
[6]. Thus it is meaningful to develop image quality assessment
(IQA) methods that can precisely and automatically estimate
human perceived image quality.

In recent years, many IQA methods have been devel-
oped and we can classify them into three classes [6]: full-

reference (FR) IQA [7], reduced-reference (RR) IQA [8,9], and
no-reference (NR) or blind IQA [10,11]. FR-IQA methods need
all the information of the reference image, i.e. the undistorted
version of the test image, is needed. In contrast, RR-IQA and
NR-IQAmethods only need part of or none of the information
about the reference image. Consequently, the quality predic-
tion accuracies of FR-IQA methods are usually better than
present RR-IQA and NR-IQA methods.

Generally speaking, the intrinsic idea of FR-IQA is to esti-
mate the quality of a test image by measuring the similarity
or difference between the test image and the corresponding
reference image. For example, in peak signal-to-noise ratio
(PSNR) and root mean squared error (RMSE), the most widely
used two IQA methods, the differences between the reference
image and the test image are calculated pixel by pixel, and
then combined into a single value. Because PSNR and MSE do
not always consistent well with human perception [12], great
efforts have been paid to develop progressive methods for
quality assessment in the past decades [13–28]. And many of
them have shown impressive and inspiring consistency with
human perception over a large range of datasets [26–28].
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Since the goal of IQA is to approximate human beings’
judgments of image quality, it is meaningful to develop
IQA methods that mimic the perception mechanism of the
human visual system (HVS). Although many attempts have
been proposed, most of them only consider some parti-
cular properties of HVS, e.g. contrast sensitivity function
(CSF) [18–29], just noticeable difference (JND) [30], and
visual attention (VA) [31], etc. Usually they do not perform
as well as state-of-the-art FR-IQA methods. To date, only
limited IQA methods have been proposed to formula the
processing in the visual cortex [27]. And the properties of
primary visual cortex, V1, have not been well explored for
IQA, although neuroscientists have demonstrated that V1
plays a much significant in visual processing [32].

In this paper, we utilize biologically inspired feature (BIF)
models [33] to mimic the properties of (S1) and complex (C1)
cells in V1, and construct a novel IQA index by measuring the
similarity between the BIFs of the reference image and those
of the test image. Although BIFs have been introduced to FR-
IQA before, it was adopted for estimating visual attention [34].
In contrast, in the proposed method, BIFs are deplored for
representing the input image in the primary visual cortex and
directly utilized for quality prediction. Thorough experiments
conducted on various IQA databases demonstrate that the
proposed method is in highly consistency with human per-
ception and outperform state-of-the-art FR-IQA methods
across a number of datasets. The highlights of the proposed
method are summarized below as follows:

a. We explore BIF for FR-IQA by employing it to mimic
the processing in the primary visual cortex;

b. We construct a novel FR-IQA framework by measuring
the similarity between the BIFs of the test image and
the BIFs of the corresponding reference image; and

c. Thorough experiments on existing databases demon-
strate that the proposed method is highly comparable
with state-of-the-art FR-IQA methods.

d. The rest of the paper is organized as follows. Section II
introduces the calculation of BIFs. In Section III, we
present the framework of the proposed quality evalua-
tion method. Extensive experiments conducted on
standard IQA datasets are presented and analyzed in
Section IV. Section V concludes the paper.

2. Biologically inspired features

Biologically inspired feature models mimic the tuning
properties of the simple and complex cells in V1 and have
been demonstrated to be effective and efficient for solving
various image processing problems, e.g. scene classifica-
tion [33], object recognition [35,36], visual attention
detection [32–37], and so on. We thus choose to use BIF for
representing an image in the proposed research. Specially,
we follow the work presented in [33], and adopt the C1
units, intensity units, and color units as the unified BIFs for
quality prediction. For more details please refer to [33].

2.1. C1 units

The C1 units correspond to the complex cells in V1.
Because these complex cells show tolerance to shift and
size, the C1 responses are set as the max response of a
local area of the S1 responses from the same orientation.
And the S1 responses are obtained by applying Gabor
functions to the input image. The Gabor mother function is
given by:
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where x x ycos sin0 θ θ= + and y x ysin cos0 θ θ= − +
are the range of x and y decides the scales of Gabor filters,
and θ decides the orientations; δ is effective width, and λ is
wavelength.

Following the settings in Ref. [33], we arrange the Gabor
filters to form a pyramid of scales, spanning a range of sizes
from 7�7 to 21�21 pixels in steps of two pixels. Besides, we
consider four orientations: 0°, 45°, 90°, and 135°. Conse-
quently, we have 32 Gabor filters, and 32 feature maps in S1
units. Afterwards, we pool over S1 units by using a maximum
operation to obtain 16 C1 feature maps. In particular, a box of
size k k× slides on two adjacent scales (with an identical
orientation) of S1 units, and the maximum intensity value is
adopted as the corresponding pixel in C1 feature map. In the
experiments, the box sizes range from 8 8× to 14 14× with
a step of two pixels.

2.2. Intensity units

There are a large number of cells which are sensitive to
bright centers on dark surrounds or dark centers on bright

Fig. 1. Flowchart of computing the intensity units.
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