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a b s t r a c t

In this paper, we propose a novel collaborative compressed sensing (CS) reconstruction
method for natural images. The method is designed to enhance the accuracy and stability
when recovering the sparse representations of image blocks on an overcomplete
dictionary from the random measurements by introducing nonlocal self-similarity
information. The main idea of collaborative reconstruction is to reconstruct an image
block by the collaboration of a group of other blocks sharing similar structures to it,
therefore more information is made use for individual blocks than their own measure-
ments. The proposed reconstruction method is composed of two collaborative processes
which are derived from two nonlocal self-similarity models: the jointly sparse model and
the autoregressive model. By the experimental results, the method is shown to outper-
form the reconstruction methods without collaborations.

& 2013 Elsevier B.V. All rights reserved.

1. Introduction

1.1. Compressed sensing on overcomplete dictionaries

The research of compressed sensing (CS) has attracted
great interest by showing the great possibility of surpassing
the traditional limits of sampling theory. The extraordinary

works by Donoho [1], Candès [2] and Candès et al. [3] show
that a signal xARn can be reconstructed from a small set of
linear and non-adaptive measurements y¼Φx (yARm,
m5n) by taking advantage of the property of sparsity
or compressibility inherent in real world signals. The
sparse signal x can be reconstructed by solving the inverse
problem:

xn ¼ arg min
x

JxJ0 s:t: y¼Φx; ð1Þ

where the matrix Φ is a random matrix such as Gaussian,
Bernoulli, Binary or Fourier matrix which satisfies Restric-
ted Isometry Property (RIP) [3–5] with overwhelming
probability. Many signals in real world, natural images for
example, are not sparse themselves but sparse in a dic-
tionary: x¼Ds, where DARn�N is the sparsifying diction-
ary and sARN a sparse signal. In image applications, by
stacking all the pixels of an image into a column vector x,
the reconstruction problem becomes to reconstruct the
sparse coefficient vector by solving:

sn ¼ arg min
s

JsJ0 s:t: y¼ΦDs: ð2Þ
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Then x is estimated by Dsn. When the number of nonzero
components in s (also called sparsity) is known to be K, the
reconstruction model is given by

sn ¼ arg min
s

Jy�ΦDsJ2 s:t: JsJ0rK: ð3Þ

Sparsity is the fundamental prior to solve the ill-posed
CS problem. The sparser the signal is, the less the mea-
surement is needed for faithful reconstruction. Orthogonal
bases offer simple and fast-implemented decomposing for
signals [6], but the representations are not sparse and
flexible enough. Overcomplete dictionaries were intro-
duced by [7–9], whose base functions, called atoms,
are not necessarily orthogonal to each other. A dictionary
matrix has much more columns than rows, i.e. n5N.
Owing to the redundant property of overcomplete diction-
aries, signals have more sparse and flexible representa-
tions compared to using orthogonal bases. But the
flexibility also increases the “illness” of the ill-posed CS
problem.

Rewrite the formula of sparse representation by

x¼Ds¼ ∑
iAΛ

sidi ¼Ds; ð4Þ

where Λ¼ fijsia0g is the support of s, jΛj is the cardinality.
In (4), sARK keeps the nonzero components of s and
DARn�K is a sub-matrix of D composed of those atoms of
D corresponding to Λ. Substituting (4) for (3), we get the
new reconstruction model:

ðDn; snÞ ¼ arg min
D � D;s

Jy�ΦDsJ2 s:t: JDT Jp;0rK; ð5Þ

where the lp;q norm [10] for matrices is defined as

JAJp;q ¼ ∑
i
Jai Jqp

 !1=q

with ai denoting the ith row of A. In the special case
that q¼0 for any p, the quasi-norm JAJp;0 ¼ jsuppðAÞj is
used to denote the cardinality of suppðAÞ which is the
set composed of the indices of the nonzero rows of A.
Accordingly, we use JDT Jp;0 to denote the number of
nonzero columns of D.

In this model the determination of s is separated into
two parts: the atomic combination D and the coefficient
vector s. Once D is determined, s could be determined by
the least squared solution:

s¼ ðΦDÞþy: ð6Þ
Thus the CS reconstruction problem is modeled for choos-
ing an atomic combination D composed of no more than K
atoms out of the dictionary D composed of N atoms
for sparsely representing the signal x, or equivalently for
eliminating the measurement residual Jy�ΦDsJ2.

The optimal solution of (5) is not unique and the
problem of choosing atoms is a combinatorial problem
with NP-hard computational complexity. It is hard to get
any one of the solutions. On the other hand, solutions that
gain small residuals do not necessarily correspond to
meaningful images. Accurate reconstruction of images
cannot be achieved by only making use of sparsity prior.
More prior knowledge about natural images needs to be
discovered and incorporated.

1.2. Collaborative reconstruction for block CS

The block CS framework [11] and the block compressed
sampling method are adopted to acquire the block-based
measurements of an image. To introduce sparsity for
blocks, we construct a Ridgelet overcomplete dictionary.
In such a scenario, the reconstruction of an image aims to
recover the sparse representations of its blocks on the
dictionary from the measurements.

For each block, the ill-posed reconstruction problem is
of the form of (3) or (5). The resulted solution is usually
inaccurate and unstable by only using its own measure-
ment which is the convolution of the block and the
compressed sampling operator. To enhance the accuracy
and stability of the solutions of individual blocks, we
propose the collaborative reconstruction method which
is derived from the nonlocal self-similarity property of
natural images.

The main idea of collaborative reconstruction is to
determine the atomic combination for an image block
not only by the measurement of itself, but also by the
collaboration of a group of other blocks sharing similar
structures to it. By the collaborative models, the infor-
mation and constrains for individual image blocks are
increased, while the uncertainty and the degree of free-
dom of the reconstruction problems are decreased.

Fig. 1 is the diagram of the block-based CS and the
proposed collaborative reconstruction method. The pro-
posed method is composed of two successive collaborative
processes. In the first process, a collaborative model
guided by the jointly sparse model is established. An
image block is estimated by the measurement of itself
and a group of its nonlocal neighbors. Based on the results
of the first process, a collaborative model guided by the
autoregressive (AR) model is established in the second
process. The solution of an image block is refined by the
collaboration of its local and nonlocal neighbors.

1.3. Related works

Nonlocal self-similarity models have found their wide-
spread and successful applications in image enhancement
and restoration e.g. de-noising [12]. According to the
property, a local structure of an image often shows up in

Fig. 1. The diagram of the collaborative reconstruction method.
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