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a b s t r a c t

The problem of parameter estimation of a single sinusoid with unknown offset in

additive Gaussian noise is addressed. After deriving the linear prediction property of the

noise-free signal, the maximum likelihood estimator for the frequency parameter is

developed. The optimum estimator is relaxed according to the iterative quadratic

maximum likelihood technique. The remaining parameters are then solved in a linear

least squares manner. Theoretical variance expression of the frequency estimate based

on high signal-to-noise ratio assumption is also derived. Simulation results show that

the proposed algorithm can give optimum estimation performance and is superior to

the nonlinear least squares approach.

& 2009 Elsevier B.V. All rights reserved.

1. Introduction

Parameter estimation of sinusoidal signals in additive
noise has been an active research topic [1–5] because of
its numerous application areas in power delivery [6],
signal processing [7], digital communications [8], instru-
mentation and measurement [9] and so on. In this paper,
we tackle the parameter estimation problem for a real
biased sinusoid. The observed signal, which is also known
as the four-parameter sine wave model [9,10], is

xðnÞ ¼ sðnÞþqðnÞ; n¼ 1;2; . . . ;N ð1Þ

where

sðnÞ ¼ AcosðonþfÞþB ð2Þ

where A40, o 2 ð0;pÞ, f 2 ½0;2pÞ and B are deterministic
but unknown constants which denote the tone amplitude,
frequency, phase and offset, respectively, while qðnÞ is the
additive zero-mean Gaussian noise. Our objective is to
estimate A, o, f and B, from the N discrete-time noisy
measurements fxðnÞg.

Although there are numerous sinusoidal parameter
estimation schemes in the literature such as maximum
likelihood (ML), nonlinear least squares (NLS) [4,10],
iterative quadratic maximum likelihood (IQML) [11,12],
linear prediction (LP) [2], most of them assume B¼ 0. In
fact, it is of interest to estimate the non-zero offset or DC
value as well [9,10]. In this paper, we contribute to the
development of an accurate and computationally attrac-
tive parameter estimation approach for a single tone with
non-zero offset. We first derive the LP property of (2) and
then produce the ML estimator for the frequency para-
meter. As the ML cost function is multi-modal, IQML-
based relaxation is utilized to yield a simple iterative
algorithm. The parameters of amplitude, phase and offset
are then obtained in a linear least squares (LLS) manner.
Furthermore, the variance of the frequency estimate in
high signal-to-noise ratio (SNR) conditions is theoretically
analyzed. The effectiveness of the proposed scheme is
demonstrated by comparing with the NLS approach and
Cramér–Rao lower bound (CRLB) [10].

2. Algorithm development

It is well known that when B¼ 0, sðnÞ obeys the LP
property of sðnÞþsðn�2Þ ¼ 2cosðoÞsðn�1Þ. For nonzero B,
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its extension is

sðnÞþsðn�2Þ�2B¼ 2cosðoÞðsðn�1Þ�BÞ
) sðnÞþsðn�2Þ�2cosðoÞsðn�1Þ ¼ 2Bð1�cosðoÞÞ ð3Þ

where we note that 2Bð1�cosðoÞÞ is independent of the
index n. Substituting n with n�1 in (3) yields another
equality and equating with (3), we have

sðnÞþsðn�2Þ�2cosðoÞsðn�1Þ ¼ sðn�1Þþsðn�3Þ�2cosðoÞsðn�2Þ

) sðnÞ�sðn�3Þ�ð2cosðoÞþ1Þðsðn�1Þ�sðn�2ÞÞ ¼ 0 ð4Þ

which is the LP property of single real tone with offset. As
in conventional sinusoidal parameter estimation, finding
o is the first and crucial step because it is a nonlinear
function in the received data sequence. The remaining
parameters, namely, A, f and B can then be estimated in a
more straightforward manner after its determination.

Let r¼ 2cosðoÞþ1 and define xi ¼ ½xðiÞ; xðiþ1Þ; . . . ; x
ðiþN�4Þ�T , i¼ 1;2;3;4, where T denotes the transpose
operator. Using (4) and following the development in [13],
it is shown that the ML estimate for r, denoted by r̂, in
the presence of Gaussian noise can be determined from
the following minimization problem:

r̂ ¼ argmin
~r
ðx4�x1� ~rðx3�x2ÞÞ

TRð ~rÞ�1
ðx4�x1� ~rðx3�x2ÞÞ

ð5Þ

where ~r is the optimization variable for r and �1

represents the matrix inverse. The covariance matrix
Rð ~rÞ is also a function of ~r and has the form of EfppT g

with p¼ ½pð1Þ;pð2Þ; . . . ; pðN�3Þ�T whose element is
pðnÞ ¼ qðnþ3Þ�qðnÞ� ~rðqðnþ2Þ�qðnþ1ÞÞ,
n¼ 1;2; . . . ;N�3. For zero-mean white Gaussian noise,
Rð ~rÞ is expressed as

R ~r ¼ Toeplitzð½2ð ~r2
þ1Þ � ~r2

�2 ~r 2 ~r �1 0 � � �0�Þs2

¼

2ð ~r2
þ1Þ � ~r2

�2 ~r 2 ~r �1 0 � � � 0

� ~r2
�2 ~r ð2 ~r2

þ1Þ � ~r2
�2 ~r 2 ~r �1 � � � 0

^ ^ ^ ^ & � � � ^

0 0 0 0 � � � � ~r2
�2 ~r 2ð ~r2

þ1Þ

2
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3
77775s

2

ð6Þ

It is noteworthy that this ML estimator can be extended to
more general Gaussian process of qðnÞ as long as Rð ~rÞ is
known up to a scalar. However, the objective function in
(5) is multi-modal and thus there is no guarantee that the
globally optimum point can be obtained.

Utilizing the idea of the IQML technique [11,12], we
relax (5) into a quadratic function by considering Rð ~rÞ is
independent of ~r so that global optimization is attained
and the estimate of r, denoted by r̂, is easily computed as

r̂ ¼ ðx3�x2Þ
TRðr̂Þ�1

ðx4�x1Þ

ðx3�x2Þ
TRðr̂Þ�1

ðx3�x2Þ
ð7Þ

Note that s2 of Rð ~rÞ in the numerator and denominator
cancel each other and hence its value is not required to be
known. We iterate (7) with an initial guess of Rðr̂Þ while
the estimated r is then employed to update Rðr̂Þ. The
iterative procedure of the proposed estimator for o is
summarized as follows:

(i) Set Rðr̂Þ ¼ IN�3 which is the ðN�3Þ � ðN�3Þ identity
matrix.

(ii) Compute r̂ using (7).
(iii) Use r̂ to construct Rðr̂Þ of (6).
(iv) Repeat Steps (ii) and (iii) until a stopping criterion is

reached. In this study, we terminate for a fixed
number of iterations, although the procedure can also
be stopped when the absolute difference between
successive estimates of r is less than e which is a
sufficiently small positive constant.

(v) Compute ô using

ô ¼ cos�1 r̂�1

2

� �
ð8Þ

Employing ô, the estimates of A, f and B, denoted by Â, f̂
and B̂, respectively, are obtained by minimizing the
following LLS cost function:

ðNj�xÞT ðNj�xÞ ð9Þ

where

N¼
cosðôÞ cosð2ôÞ � � � cosðNôÞ
�sinðôÞ �sinð2ôÞ � � � �sinðNôÞ

1 1 � � � 1

2
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T

j¼ ½AcosðfÞ AsinðfÞ B�T

and

x¼ ½xð1Þ xð2Þ � � � xðNÞ�T

From (9), the LLS estimate of j is

ĵ ¼ ½½ĵ�1 ½ĵ�2 ½ĵ�3�
T ¼ ðNTNÞ�1NT x ð10Þ

which gives

Â ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ĵ�21þ½ĵ�

2
2

q
ð11Þ

f̂ ¼ tan�1 ½ĵ�2
½ĵ�1

� �
ð12Þ

and

B̂ ¼ ½ĵ�3 ð13Þ

3. Variance analysis

In this section, we analyze the variance of ô based on
high SNR assumption. Let y¼ x3�x2 ¼ yþDy and
z¼ x4�x1 ¼ zþDz where g and Dg are the noise-free
version and perturbation of g, respectively. Upon para-
meter convergence, (7) implies

f ðr̂Þ ¼ yTRðr̂Þ�1
ðyr̂�zÞ ¼ 0 ð14Þ

The f ðr̂Þ can be linearized using Taylor’s series as

0¼ f ðr̂Þ � f ðrÞþ f 0ðrÞDr ð15Þ

where f ðrÞ ¼ yTRðrÞ�1
ðyr�zÞ,

f 0ðrÞ ¼ yTRðrÞ�1yþyTRðrÞ�1RðrÞ0RðrÞ�1
ðz�yrÞ and

Dr¼ r̂�r.
Here, f 0ðrÞ and RðrÞ0 are the first derivatives of f ðrÞ and

RðrÞ, respectively. Although f ðr̂Þ has multiple roots and
we cannot guarantee that our obtained root from the
iterative procedure corresponds to r, it is expected that r̂
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