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a b s t r a c t

One-class detector is an option to deal with the problem of detecting an unknown signal
in a background noise, as it is only necessary to know the noise distribution. Thus a
Gaussian copula is proposed to capture the dependence among the noise samples,
meanwhile the marginals can be estimated using well-known methods. We show that
classical energy detectors are particular cases of the proposed one-class detector, when
Gaussian noise distribution is assumed, but are inappropriate in other cases. Experiments
combining simulated noise and real acoustic events have confirmed the superiority of the
proposed detectors when noise is non-Gaussian. An interpretation of the methods in
terms of the Edgeworth expansion is also included.

& 2013 Elsevier B.V. All rights reserved.

1. Introduction

Signal detection in a random background noise is a
classical problem in detection theory. Starting from the
popular matched filter [1], which requires perfect knowledge
of the signal waveform, different methods exist to deal with
the practical problem of partial or null knowledge about the
signal. Thus, energy detector [2] has been shown to be
optimal if both the noise and the signal are independent
zero-mean Gaussian random processes. On the other hand,
subspace matched filter is optimal if noise is independent
Gaussian and the signal lies in a known subspace. Different
extensions of the energy detector [3,4] and the subspace
matched filter [2,5] exist for the non-independent and/or non-
Gaussian cases.

A different approach comes from recognizing that
unknown signal detection is conceptually a one-class classi-
fier problem [6], where the “noise” class may be learned
(both in the Gaussian and non-Gaussian scenarios), but

there is no possibility to learn the “signal” class. This can
be also considered inside the so called novelty detection
problem [7]. Both approaches converge under the like-
lihood ratio framework. It is well-known [1] that the
optimum test is given by (hypothesis H1 indicates the
presence of signal and noise, hypothesis H0 that only noise
is present)

ΛðxÞ ¼ f ðx=H1Þ
f ðx=H0Þ

4H1

oH0

λ; ð1Þ

where f ðx=HiÞ is the multidimensional probability density
function (PDF) of the observation vector x¼ ½x1x2…xN�T
conditioned to hypothesis Hi, and λ is a threshold selected
to fit an acceptable probability of false alarm (Neyman–
Pearson criterion) or to minimize a defined cost (Bayes
approach). ΛðxÞ is the likelihood ratio (LR) whose compu-
tation obviously requires knowledge of both f ðx=H1Þ and
f ðx=H0Þ. However, if the signal is totally unknown, a
simpler option is to assume that f ðx=H1Þ is constant [6]
leading to the one-class test:

f ðx=H0Þ�1 4H1

oH0

λ3� ln f ðx=H0Þ
4H1

oH0

ln λ ð2Þ

Notice that f ðx=H0Þ�1 is a measure of the degree of
departure of x from the distribution of the “noise” class.
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In this paper we will focus in the one-class test of
Eq. (2). Thus, the basic problem will be the estimation of
the multidimensional PDF f ðx=H0Þ. In case of statistical
independence among the components of the noise,
f ðx=H0Þ will simply be the product of the marginals, so
that available parametric and nonparametric unidimen-
sional methods are applicable. However, the most difficult
aspect regarding estimation of f ðx=H0Þ is capturing the
possible statistical dependence of the noise. There exist
multidimensional nonparametric methods [8], but para-
metric extensions are not so obvious, except in the
multivariate Gaussian model, where a correlation matrix
parameterizes the dependence. A more flexible possibility
is based on the use of copulas [9]. Although they have been
a matter of research in the financial area since long
time ago [10,11], they are recently being applied in signal
detection problems [12–14], mainly in the context of
fusion of heterogeneous detectors. The copula model
assumes that f ðx=H0Þ can be factorized in two terms: the
marginals and a multidimensional PDF of uniformly dis-
tributed variables (copula density). This later term cap-
tures the statistical dependence. Copulas allow defining a
variety of parametric dependence models. On the other
hand copula densities may be combined with both para-
metric and nonparametric estimation of the marginals.

The main contribution of this paper is to propose a new
detector for unknown signal detection having general
applicability in non-Gaussian and non-independent noise
scenarios. It is based on approaching the problem as a one-
class or novelty detection problem so that only the multi-
variate noise distribution is to be required. This latter is
estimated assuming a Gaussian copula model. This parti-
cular type of copula has been selected due to its simplicity
of implementation and its general applicability. Moreover,
it leads to a natural extension of classical methods, based
upon the energy computation, which only are optimum in
Gaussian scenarios. As far as we know, this is the first time
that a one-class copula approach has been proposed for
unknown signal detection.

In the next section of this paper we present the Copula-
based One-Class Detector. In particular, a Gaussian copula is
proposed to capture possible dependences. We show that
classical energy detectors are particular cases of the pro-
posed one-class detector for both independent and non-
independent noise. Experimental results are presented in
Section 3 to illustrate the improved performance of the new
proposed detector. We have considered real acoustic events
corrupted by simulated noises having different probability
densities. An interpretation, in terms of the Edgeworth
expansion is given in Section 4 about this superior perfor-
mance, to reinforce the general interest of the Gaussian
copula. Conclusions end the communication.

2. One-class detector based on Gaussian copula

Let us focus in the problem of detecting the presence of
an unknown signal vector s¼ ½s1…sN�T in a noise back-
ground vector w¼ ½w1…wN�T . Under H1, x¼ sþw, and
under H0, x¼w. We are going to use a copula to model the
multidimensional noise density f ðwÞ ¼ f ðx=H0Þ. Let FðwÞ be

the corresponding multidimensional cumulative distribu-
tion function (CDF) i.e., f ðw Þ ¼ ∂NðFðw ÞÞ=∂w1∂w2…∂wN .
The Sklar's theorem [15] stays that there exists a unique
copula function such that:

FðwÞ ¼ CðF1ðw1Þ; F2ðw2Þ;…; FNðwNÞÞ ð3Þ
where FnðwnÞ is the marginal CDF of random variable wn,
so the random variable un ¼ FnðwnÞ is uniformly distribu-
ted in the interval [0,1]. Deriving (3) we may express f ðwÞ
in the form:

f ðwÞ ¼ ∂N

∂w1∂w2…∂wN
CðF1ðw1Þ; F2ðw2Þ;…; FNðwNÞÞ

¼ f 1ðw1Þf 2ðw2Þ…f NðwNÞ � cðF1ðw1Þ; F2ðw2Þ;…; FNðwNÞÞ:
ð4Þ

where cðu=H0Þ ¼ ∂NðCðu=H0 ÞÞ=∂u1∂u2…∂uN is the copula
density. There are a number of possible parametric copulas
with its corresponding copula densities, but we will focus
on the Gaussian copula [16] due to its simplicity, general
applicability and straightforward connection with classical
energy detectors. A Gaussian copula assumes that if the
uniform random variables un ¼ FnðwnÞ are transformed
into standard Gaussian variables (ones having zero mean
and unit variance), then the multidimensional PDF in the
transformed domain is multivariate Gaussian. Let us call vn
to the transformed variable, i.e., vn ¼Φ�1ðunÞ, where ΦðU Þ
is the CDF of the standard Gaussian random variable. Then,
it is assumed that:

f vðvÞ ¼
1

2πN=2jRvj1=2
� exp �vTR�1

v v
2

 !
ð5Þ

where Rv ¼ E½vvT� is the standard correlation matrix:

Rvðn;mÞ ¼ Eð vn vmÞ ¼
1 n¼m
o1 nam

(
:

The multivariate Gaussian model assumed in (5) for f vðvÞ
leads straightforwardly [16] to a particular copula model
for f ðwÞ , the so called Gaussian copula:

f ðwÞ ¼ 1
jRvj1=2

� exp �gðwÞT ðR�1
v �IÞgðwÞ
2

 !
∏
N

n ¼ 1
f nðwnÞ ð6Þ

where gðwÞ ¼ ½gðw1Þgðw2Þ…gðwNÞ�T and gðwnÞ ¼Φ�1

ðFnðwnÞÞ. Thus gðUÞ is a nonlinear function that transforms
the original noise components in standard Gaussian ran-
dom variables.

Finally, considering in (2) that f ðx=H0Þ ¼ f ðwÞ, we may
define from (6) the new proposed (Gaussian) Copula-
based One-Class Detector (COCD):

gðxÞT ðR�1
v �IÞgðxÞ�2 ∑

N

n ¼ 1
ln f nðxn=H0Þ≷H1

H0
ln

λ2

jRvj

 !
ð7Þ

Notice that COCD is a new detector which clearly separates
the marginals from the joint statistical properties of the
noise. The second term is the only one present in the case
of independent components. The first term captures the
possible dependences among the transformed noise com-
ponents and it will be present only if RvaI.

It is straightforward to show that (7) leads to classical
energy detectors if the noise is assumed multivariate
Gaussian. So let us consider that the components of vector
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