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ABSTRACT

Neuroimaging has made it possible to measure pathological brain changes associated with Alzheimer's disease
(AD) in vivo. Over the past decade, these measures have been increasingly integrated into imaging signatures of
AD by means of classification frameworks, offering promising tools for individualized diagnosis and prognosis.
We reviewed neuroimaging-based studies for AD and mild cognitive impairment classification, selected after
online database searches in Google Scholar and PubMed (January, 1985-June, 2016). We categorized these
studies based on the following neuroimaging modalities (and sub-categorized based on features extracted as a
post-processing step from these modalities): i) structural magnetic resonance imaging [MRI] (tissue density,
cortical surface, and hippocampal measurements), ii) functional MRI (functional coherence of different brain
regions, and the strength of the functional connectivity), iii) diffusion tensor imaging (patterns along the white
matter fibers), iv) fluorodeoxyglucose positron emission tomography (FDG-PET) (metabolic rate of cerebral
glucose), and v) amyloid-PET (amyloid burden). The studies reviewed indicate that the classification frame-
works formulated on the basis of these features show promise for individualized diagnosis and prediction of
clinical progression. Finally, we provided a detailed account of AD classification challenges and addressed some
future research directions.

Introduction

Alzheimer's disease (AD), the most prevalent form of dementia, is

measured with structural magnetic resonance imaging (sMRI).
Further alterations in function, connectivity and metabolism can be
detected using functional MRI (fMRI) (Agosta et al, 2012;

expected to affect 1 out of 85 people in the world by the year 2050
(Brookmeyer et al., 2007). The pathophysiology of AD is increasingly
becoming clearer. The brain of an AD patient accumulates abnormal
proteins (AP and tau) in the form of amyloid plaques and neurofi-
brillary tangles, eventually resulting in loss of neurons (Frisoni et al.,
2010; Jagust, 2013). Brain changes due to AD occur even before
amnestic symptoms appear (Buckner, 2004), and occur in a pattern
that typically includes the temporal lobe and hippocampus (Braak and
Braak, 1991). It has been suggested that this inevitable atrophy can be
a valuable marker of neurodegeneration (Frisoni et al., 2010), as

Binnewijzend et al., 2012; Dennis and Thompson, 2014; Fan et al.,
2011; Fox and Raichle, 2007), and fluorodeoxyglucose positron-emis-
sion tomography (FDG-PET) (Gray et al., 2012; Padilla et al., 2012;
Pagani et al., 2015; Teipel et al.,, 2015; Toussaint et al., 2012).
However, the subtleties of the changes in early AD stages make it
difficult to distinguish patterns easily by conventional radiologic read-
ings or even by quantitative analysis. Thus, it remains challenging to
establish reliable markers for diagnosing and monitoring disease
progression in the early stages and on an individual basis.

Numerous neuroimaging studies have used region of interest
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Fig. 1. A top-level layout of neuroimaging-based classification framework for AD classification.

(ROI)-types of analyses to investigate subtle changes associated with
AD (Chetelat and Baron, 2003; Lerch et al., 2008). Such studies rely
solely on prior knowledge to guide the selection of ROIs and features,
thus ignoring brain changes outside the studied region(s) and failing to
discover new knowledge. Machine learning offers a systematic ap-
proach in developing sophisticated, automatic, and objective classifica-
tion frameworks for analyzing high-dimensional data and can learn
complex and subtle patterns of change across various imaging mod-
alities (Sajda, 2006). Typically, a classification framework includes at-
least feature extraction and classification algorithm to build predictive
models that facilitate the automation of medical decision support
(Chiang and Pao, 2016) and provide increased objectivity in these
decisions. Furthermore, classification frameworks can be used to
develop imaging markers or indices (Davatzikos et al., 2008) with high
sensitivity and specificity in individuals (Sajda, 2006) that can sum-
marize the imaging profile of a subject into a single meaningful value
(Habes et al., 2016b). This creates a more individualized, patient-
tailored approach (Ithapu et al., 2015), which is imperative in the
current age of personalized medicine because it allows further con-
sideration of genetic or life-style risks, by utilizing advanced computa-
tional power (Habes et al., 2016a, 2016b, 2016c).

In recent years, a large body of research has been published on
neuroimaging-based computer-aided classification of AD and its pro-
dromal stage, mild cognitive impairment (MCI). Motivated by this
rapid proliferation of AD/MCI classification studies and the lack of
literature summarizing different AD-related features as extracted from
neuroimaging data and classification algorithms, we present an over-
view of pertinent advances in this field. We summarize key represen-
tative studies on neuroimaging-based classification of AD/MCI and
provide a brief account of the main aspects of these studies, such as
study population, type of features, the adopted classification algorithm,
and the reported classification success rates. Furthermore, we highlight
several bottlenecks (i.e. limited sample size and variability in data
settings across the different studies) and discuss the generalizability
and reproducibility of existing AD classification studies, as well as the
important and largely unexplored issue of heterogeneity in AD.

Recent review papers (Arbabshirani et al., 2017; Falahati et al.,
2014) reported studies on MRI- and multimodality-based classification
of AD and MCI, limiting AD classification to MRI or its combination
with other modalities only. Pathological brain changes related to AD
can be captured via various other independent imaging modalities,
such as FDG-PET and amyloid-PET, therefore, a comprehensive review
on AD classification should also include studies using FDG-PET and
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amyloid-PET only. This review is further unique in that it focuses
exclusively on those studies that have extensively leveraged cross-
validation strategies to estimate the performance of their classification
frameworks. Cross-validation is generally designed to achieve inde-
pendent training and test data for a classification algorithm and
defined as split the data once (split-in-train-test) or several times (k-
fold cross-validation) to obtain an unbiased estimate of the classifica-
tion performance of the algorithm and avoid over fitting (Arlot and
Celisse, 2010; Kohavi, 1995). In the split-in-train-test, data is ran-
domly divided into independent training and test subsets, optimally
with matched demographic characteristics. The training subset is used
solely for the learning procedure of the classification algorithm and the
test subset is used to estimate the performance of the trained
classification algorithm. In k-fold, data is divided into k-folds and a
classification algorithm is tested on kth fold after being trained on k-1
folds in kth iteration. Furthermore, we provide in-depth detail about
AD-related feature extraction methods from various neuroimaging
modalities, important information that is mostly lacking in existing
review papers.

Selection criteria

We searched in PubMed and Google Scholar, from January 1985 to
June 2016, and identified 409 studies based on the given search
criteria. We included original peer-reviewed research studies that
exclusively used cross-validation strategies to estimate the performance
of their classification frameworks. In addition, studies conducted for
method comparisons and studies not focusing primarily on AD
classification were excluded from this review. Finally, this criterion
resulted in 81 studies that were reviewed and presented here. A more
thorough explanation of the search and screening process with flow
chart figure, and databases generated from the search in Google
Scholar and PubMed are provided in the Supplementary Material.

Classification frameworks for Alzheimer's disease and its
prodromal stages

Over the past decade, classification frameworks have been used
successfully to analyze complex patterns in neuroimaging data with a
view to the classification of AD and MCI subjects. A classification
framework is comprised of four major components: feature extraction,
feature selection, dimensionality reduction, and feature-based classifi-
cation algorithm. Feature extraction and classification algorithm are
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