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a b s t r a c t

The color similarity between the background and foreground causes serious misdetec-

tions in moving object detection from video sequences. In this paper, we point out that

the existence of a confusion point and the model inaccuracy are the reasons for the

misdetections due to the color similarity. Accordingly, the solutions of the color

similarity are to shift the confusion point and to improve the model accuracy. Based on

this conclusion, a simple algorithm by combining a weighting technique and a new

foreground model is presented, and improved results are generated. More accurate

weighting techniques and foreground models are expected to be developed in the future

based on the solutions.

& 2008 Elsevier B.V. All rights reserved.

1. Introduction

Serious misdetections are caused in moving object
detection when the foreground and background have
similar color distributions. An example is shown in Fig. 1a,
where the skirt and hair of the pedestrian exhibit similar
color to the background. Many foreground pixels are
misclassified in Fig. 1b by Sheikh’s algorithm [1], which is
one of the most excellent detection algorithms nowadays.
The work of this paper aims to explore the reasons for
the misdetections caused by the color similarity, and to
present solutions of the color similarity problem.

The moving object detection plays an important role in
a wide range of computer vision applications. For
example, some works [2,3] regarding sport video analysis
and some other works [4,5] regarding traffic monitoring
are reported in recent years. The environment is well-
constrained in sports video analysis. Algorithms used in
intelligent transportation are often designed to detect

specific objects, such as the pedestrian [4] and shadow
[5]. More algorithms are designed to deal with general
scenes, such as the dynamic background and illumination
changes.

The background modeling is the early criterion
exploited for moving object detection. A survey of the
background modeling can be found in [6]. Many back-
ground models have been developed in recent years, such
as the Gaussian mixture model [7], the nonparametric
statistical model [8,9], the predictive models [10,11],
and et al. The foreground modeling is exploited for
more accurate detection in recent years. The foreground
model can be constructed in a consistent fashion with the
background model [12]. The nonparametric statistical
model is the most widely used model now, for it is
capable of modeling arbitrary probability distributions. In
order to accelerate the computation of the kernel density
estimator (KDE) used in nonparametric modeling, fast
KDE [13,14] are developed. The thresholding is formerly
used to classify new observations into foreground and
background, whereas the energy minimization tools
[15,16] have become the standard classification tools now.

In this paper, further analysis of the example in Fig. 1
reveals that the confusion point and the model inaccuracy
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are the reasons for the misdetections due to the color
similarity problem. Accordingly, the color similarity can
be solved by shifting the confusion point and improving
the model accuracy. Based on this conclusion, a simple but
effective algorithm is presented. More elaborate algo-
rithms are expected to be developed in the future. This
paper is organized as follows. The confusion point and
the model accuracy are discussed in Sections 2 and 3,
respectively. Experimental results are given in Section 4,
followed by the conclusion in Section 5.

2. Confusion point

As stated in introduction, the nonparametric statistical
model is the most popular model nowadays. In order to
improve the detection, multiple features have been used
for statistical analysis in many algorithms. A combination
of color and optical flow is used [17], a combination of
color and spatial-temporal derivatives is used [18], and
another combination of spectral, spatial and temporal
features is used in [19]. The use of multiple features leads
to distinct performance improvement, but the color
similarity is still a difficult problem. For example, both
the color and spatial features are used in Sheikh’s
algorithm, but many foreground pixels are still misclassi-
fied in Fig. 1b. No matter how many features are used,
finally a probability model is computed. Since we are
interested in how to use the probability model for
classification but not how to construct the probability
model, only a simple model with the color feature is used
in this paper.

Let In be a pixel of an image in the RGB color space,
where n is the index of the image lattice. Moving object
detection aims to assign each pixel In a label from the set
(background, foreground). Considering pixel In at time
instant t, before which all pixels labeled background in a
K*K neighborhood of position n form the background
model jbn ¼ (y1,y,ym,y,yM), where M is the total number
of pixels in jbn. The background probability, the prob-
ability of pixel In belonging to the background, can be
computed with the KDE as

p̂ðInjjbnÞ ¼ K�2
X

M

f HðIn � ymÞ (1)

where f is a kernel function with a variance matrix H. In
this paper, we assume that all color components are

independent of each other and have the same variance.
Considering the same pixel In at time instant t, before
which all pixels labeled foreground in a K*K neighbor-
hood of position n form the foreground model jfn ¼

(y1,y,ym,y,yM). The foreground probability can be com-
puted as the background probability. In fact the fore-
ground probability is smaller than the background
probability most of the time, even if In is a foreground
pixel. In order to enhance the foreground probability, the
foreground probability is modeled as a mixture of the KDE
and a uniform likelihood in [1] as

p̂ðInjjfnÞ ¼ wtþ ð1�wÞK�2
X

M

f HðIn � ymÞ (2)

where w is a weight coefficient, t is a random vari-
able with uniform probability. In order to adapt to the
background and foreground changes, sliding windows
of length rb frames and rf frames are maintained for
the background and foreground models, respectively.
More discussions about nonparametric modeling can be
found in [1] and [8].

Given the membership probabilities computed with
Eqs. (1) and (2), traditionally a likelihood ratio classifier is
used to classify new observations into background and
foreground. The likelihood ratio Z of In is defined as

ZðInÞ ¼ lnðp̂ðInjjfnÞÞ= lnðp̂ðInjjbnÞÞ (3)

The likelihood ratio classifier w is defined as

wðInÞ ¼
background if ZðInÞ4k

foreground otherwise

(
(4)

Because segmentations obtained by the likelihood ratio
classifier are often noisy, energy minimization tools are
used to classify observations instead of the likelihood ratio
classifier by introducing prior knowledge into the decision
framework. Although much better results are generated
by energy minimization from visual observation, in fact
the decision for most pixels by energy minimization is the
same as that by the likelihood classifier, except a few
pixels that are classified as noise points by the likelihood
classifier. In this paper, a popular energy minimization
tool, the graph cut, is used to classify observations as
in [1].

Theoretically the sum of p̂ðInjjfnÞ and p̂ðInjjbnÞ is 1, but
it is not equal to 1 most of the time. Keeping the ratio
between p̂ðInjjfnÞ and p̂ðInjjbnÞ unchanged and normal-
izing the sum to 1, the normalized probabilities are
denoted as p(In|jfn) and p(In|jbn), respectively. According
to Eqs. (3) and (4), the normalization will not change the
final classification of pixels.

The negative log-probability �ln(p(In|jfn)) can be
denoted as

� lnðpðInjjfnÞÞ ¼ � lnð1� pðInjjbnÞÞ (5)

The definition area of p(In|jbn) is (0,1). Let p(In|jbn)
be the x axis, the two functions, �ln(p(In|jfn)) and
�ln(p(In|jbn)), are shown in Fig. 2a. The confusion point
d, as shown in Fig. 2a, is the cross-point of the two
functions. When a pixel is at the confusion point, the
probability of the pixel belonging to the background
is equal to the probability of the pixel belonging to the
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Fig. 1. (a) Is a frame from a video sequence with serious color similarity

problem and (b) is segmentation by Sheikh’s algorithm.
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