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a b s t r a c t

In this letter, we propose a time–frequency signal decomposition algorithm based on

the S-method. The proposed algorithm is an extension of the algorithm in [1], so that a

general case of the window function used in calculating the S-method can be dealt with.

The effect of window function is explicitly verified, based on which a penalized squared

error minimization is used to recover the signal matrix. The signal components are

reconstructed by eigen decomposition on the recovered signal matrix. Simulation

validates the effectiveness of the proposed algorithm.

& 2011 Elsevier B.V. All rights reserved.

1. Introduction

Time–frequency representation (TFR) provides a key
tool for nonstationary signal processing. Short time Four-
ier transform (STFT) and Wigner distribution (WD) are the
most important classical TFRs with wide applications [2].
However, their limitations are also well known, e.g., the
limited time–frequency resolution of STFT and the inter-
ference problem of WD. In particular, to reduce WD’s
interference, a number of extended TFRs were proposed,
such as the polynomial time–frequency distributions [3]
and the generalized time–frequency distributions [4]. The
S-method proposed by Stanković [5] is a TFR that is
closely related to STFT and WD, and it reduces both
limitations of these two in certain extent. Several attrac-
tive properties of the S-method are listed as below:

1. it can be calculated based on the short time Fourier
transform (STFT),

2. it approaches the Wigner distribution (WD) when the
window function used in STFT is a rectangular window
of the signal’s length, and

3. it is a ‘‘linear’’ TFR in the sense that the S-method of
multi-component signal equals to the sum of each
component’s S-method, given that the components do
not overlap on the spectrogram.

Thanks to above properties, the S-method has been
applied to many signal processing problems, e.g., SAR/
ISAR imaging [6] and the analysis of HF radar signal in
sea-clutter [1].

In this paper, we focus on time–frequency signal decom-
position by the S-method. Such study has been investigated
in [1]. The main idea of the signal decomposition algorithm is
that the S-method of a signal equals to the sum of the WDs
of its components. Thus, formally, Stanković et al. [1] only
address the case where the STFT is performed with a rect-
angular window of the signal’s length, but leaves a problem:
how to recover the components of a signal when a general
(short) window function is used.

Since the S-method is calculated from STFT, on which
the resolution of spectrogram affects the S-method and
the signal decomposition based on. In this sense, the
rectangular used in [1] is not preferred, because its
window generally leads to low time–frequency resolu-
tions. In particular, for multi-component signals, the use
of rectangular window can make them inseparable on
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spectrogram. To address this problem, we propose an
extended signal decomposition algorithm based on the
S-method, which can deal with general (short) window
functions. We prove that the window function has a
‘‘masking’’ effect on the signal matrix, and propose a
penalized squared error minimization to recover the
signal matrix. The reconstruction of signal components
is done by eigen decomposition on the recovered signal
matrix. In Section 2, after a brief review of the S-method,
we present the extended S-method based signal decom-
position algorithm. Section 3 reports simulation results.
And Section 4 concludes this letter.

2. Signal decomposition with general window functions

2.1. A brief review of the S-method

Given the STFT of signal x(n), n¼ 0, . . . ,N,

STFTðn,kÞ ¼
XM=2

m ¼ �M=2

wðmÞxðnþmÞe�jð2p=ðMþ1ÞÞmk, ð1Þ

where w(m), m¼�M=2, . . . ,M=2, is the window function,
the S-method of x(n) is defined by [5]

SMðn,kÞ ¼
1

Nþ1

XL

l ¼ �L

STFTðn,kþ lÞSTFTn
ðn,k�lÞ, ð2Þ

where L is a parameter determined by the time–frequency
bandwidth of signal x(n), and STFTn

ðn,kÞ is the complex
conjugate of STFTðn,kÞ.

When x(n) has multiple components, i.e., xðnÞ ¼Pc
i ¼ 1 xiðnÞ and the components do not overlap on the

spectrogram, the parameter L in (2) can be properly
chosen [1] such that

SMðn,kÞ ¼
Xc

i ¼ 1

SMiðn,kÞ, ð3Þ

where SMiðn,kÞ is the S-method of xi(n).

2.2. The effect of window function

Denote signal x(n) by a column vector x, and let
X¼ xxn, which we call the signal matrix. It is shown that,
when w(m) in (1) is chosen as a rectangular window of
the signal’s length, i.e., wðmÞ ¼ 1, m¼�N=2, . . . ,N=2, the
following matrix R [1]:

Rðn1,n2Þ ¼
1

Nþ1

XN=2

m ¼ �N=2

SM
n1þn2

2
,m

� �
ejð2p=ðNþ1ÞÞmðn1�n2Þ

ð4Þ

equals the signal matrix X, i.e.,

R¼ xxn: ð5Þ

However, for a general choice of the window function
w(m), above equation does not hold.

To verify the effect of w(m) on (5), we introduce a
notation W, called the window matrix,

Wðn1,n2Þ ¼
w2ððn1�n2Þ=2Þ, jðn1�n2Þ=2jrM=2

0 else:

(
ð6Þ

The following theorem shows explicitly the effect of W on
the relationship between the matrix R and the signal
matrix X (see Appendix for the proof).

Theorem 1. Suppose that SMwðn,kÞ is the S-method of x(n),
n¼ 0,1, . . . ,N, computed with window w(m), m¼�M=2, . . . ,
M=2, then the matrix R in (4) and the window matrix W in (6)
satisfy

R¼W� X ð7Þ

where � is entry-wise multiplication.

As a special case of Theorem 1, when w(m) is a rectan-
gular window of the signal’s length, W has all entries 1.
And thus (7) degenerates to (5). Otherwise, however,
w(m) introduces a ‘‘mask’’, W, on the signal matrix X.

Furthermore, for multi-component signal xðnÞ ¼Pc
i ¼ 1 xiðnÞ, we define the signal matrix as

X¼
Xc

i ¼ 1

xix
n

i , ð8Þ

and Theorem 1 still holds. Actually, by the ‘‘linear’’
property (3) of the S-method, and the definition (4) of
the matrix R, it can be verified that

R¼
Xc

i ¼ 1

Ri ¼
Xc

i ¼ 1

W� xix
n

i ¼W�
Xc

i ¼ 1

xix
n

i , ð9Þ

where Ri corresponds to the SMiðn,kÞ of xi(n) and we have
applied Theorem 1 to each pair of Ri and xi(n).

2.3. Recovery of signal matrix X

To reconstruct the components of signal x(n), first we
need recover the signal matrix X from (7). A straightfor-
ward way for this recovery is to use the following feasible
problem:

find X

s:t: W� X¼ R, X 2 HðNþ1Þ�ðNþ1Þ, ð10Þ

where HðNþ1Þ�ðNþ1Þ denotes the set of all Hermitian matrices
of size ðNþ1Þ � ðNþ1Þ. Note that X¼

Pk
i ¼ 1 xix

n

i implies X
is a Hermitian matrix. We further reformulate (10) as a
minimization of squared error

min JW� X�RJ2
F

s:t: X 2 HðNþ1Þ�ðNþ1Þ: ð11Þ

Algorithm 1 (Recovery of Signal Matrix X).

Initialization X0

for m¼1,2,y do

Calculate Jm ¼ JW� Xm�RJ2
F þ log detðXmþdIÞ.

Calculate rðXmÞ ¼ 2W� ðW� Xm�RÞþrðXmþdIÞ�H .

Update Xmþ1 ¼Xmþ1�ZrðXmÞ.

Decompose Xmþ1 ¼
PNþ1

i ¼ 1 lixix
n

i , and let

Xmþ1 ¼
P

li 4 ¼ 0lixix
n

i .

Stop if jJðXmþ1Þ�JðXmÞj=jJðXmÞjoe.
end for

where J � JF is the Frobenius norm of a matrix. A problem
with (11) is that its solution is generally not unique.

Y. Wei, S. Tan / Signal Processing 92 (2012) 288–293 289



Download English Version:

https://daneshyari.com/en/article/563509

Download Persian Version:

https://daneshyari.com/article/563509

Daneshyari.com

https://daneshyari.com/en/article/563509
https://daneshyari.com/article/563509
https://daneshyari.com

