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In this paper we introduce a Riemannian algorithm for minimizing (or maximizing) a

real-valued function J of complex-valued matrix argument W under the constraint that

W is an n� n unitary matrix. This type of constrained optimization problem arises in

many array and multi-channel signal processing applications.

We propose a conjugate gradient (CG) algorithm on the Lie group of unitary matrices

UðnÞ. The algorithm fully exploits the group properties in order to reduce the

computational cost. Two novel geodesic search methods exploiting the almost periodic

nature of the cost function along geodesics on UðnÞ are introduced. We demonstrate the

performance of the proposed CG algorithm in a blind signal separation application.

Computer simulations show that the proposed algorithm outperforms other existing

algorithms in terms of convergence speed and computational complexity.

& 2009 Elsevier B.V. All rights reserved.

1. Introduction

Constrained optimization problems arise in many
signal processing applications. In particular, we are
addressing the problem of optimization under unitary
matrix constraint. Such problems may be found in
communications and array signal processing, for example,
blind and constrained beamforming, high-resolution
direction finding, and generally in all subspace-based
methods. Another important class of applications is
source separation and independent component analysis
(ICA). This type of optimization problems occur also in
multiple-input multiple-output (MIMO) communication
systems. See [2,1,23] for recent reviews.

Commonly, optimization under unitary matrix con-
straint is viewed as a constrained optimization problem

on the Euclidean space. Classical gradient algorithms are
combined with different techniques for imposing the
constraint, for example, orthogonalization, approaches
stemming from the Lagrange multipliers method, or some
stabilization procedures. If the unitary criterion is en-
forced by using such techniques, one may experience slow
convergence or departures from the unitary constraint as
shown in [2].

A constrained optimization problem may be converted
into an unconstrained one on a different parameter space
determined by the constrained set. The unitary matrix
constraint considered in this paper determines a para-
meter space which is the Lie group of n� n unitary
matrices UðnÞ. This parameter space is a Riemannian
manifold [6] and a matrix group [19] under the standard
matrix multiplication at the same time. By using modern
tools of Riemannian geometry, we take full benefit of the
nice geometrical properties of UðnÞ in order to solve the
optimization problem efficiently and satisfy the constraint
with high fidelity at the same time.

Pioneering work in Riemannian optimization may be
found in [21,14,28,3]. The optimization with orthogonality
constraints is considered in detail in [7]. Steepest descent
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(SD), conjugate gradient (CG), and Newton algorithms on
Stiefel and Grassmann manifolds are derived. A CG
algorithm on the Grassmann manifold has also been
proposed recently in [18]. A non-Riemannian approach,
which is a general framework for optimization, is
introduced in [22]. Modified SD and Newton algorithms
on Stiefel and Grassmann manifolds are derived. SD
algorithms operating on orthogonal group are considered
recently in [24,8,26] and on the unitary group in [1,2].
Riemannian SD algorithms on some specific subgroups of
the unitary Lie group UðnÞ, such as the unitary unimodular
matrix group SUð2Þ and the special unitary group SUð3Þ
have been recently considered by Fiori in [11,10], respec-
tively. Fixed point (or leap-frog) type of algorithms that do
not stem from a from first-order or second-order (CG or
Newton-like) cost function optimization have been re-
cently proposed for neural learning on UðnÞ [9]. A CG on
the special linear group is proposed in [30]. Algorithms in
the existing literature [21,14,28,29,7,22] are, however,
more general in the sense that they can be applied on
more general manifolds than UðnÞ. For this reason when
applied to UðnÞ, they do not take full benefit of the special
properties arising from the Lie group structure of the
manifold [2].

In this paper we derive a CG algorithm operating on
the Lie group of unitary matrices UðnÞ. The proposed CG
algorithm provides faster convergence compared to the
existing SD algorithms [2,22] at even lower complexity.
There are two main contributions in this paper. First, a
computationally efficient CG algorithm on the Lie group of
unitary matrices UðnÞ is proposed. The algorithm fully
exploits the Lie group properties such as simple expres-
sions for the geodesics and tangent vectors.

The second main contribution in this paper is that we
propose Riemannian optimization algorithms which ex-
ploit the almost periodic property [12] of the cost function
along geodesics on UðnÞ. Based on this property we derive
novel high accuracy line search methods [28] that facilitate
fast convergence and selection of suitable step size
parameter. Many of the existing geometric optimization
algorithms do not include practical line search methods
[7,24], or if they do, they are too complex when applied to
optimization on UðnÞ [22,8]. In some cases, the line search
methods are either valid only for specific cost functions
[28], or the resulting search is not highly accurate
[22,8,18,2,26]. Because the CG algorithm assumes exact
search along geodesics, the line search method is crucial
for the performance of the resulting algorithm. An
accurate line search method exploiting the periodicity of
a cost function which appears on the limited case of
special orthogonal group SOðnÞ for np3, is proposed in
[26] for non-negative ICA. The method can also be applied
for n43, but the accuracy decreases, since the periodicity
of the cost function is lost. Univariate descent (UVD)
methods on homogeneous manifolds have been recently
proposed by Celledoni and Fiori [5]. The main advantage is
that the multi-dimensional optimization is split into
several one-dimensional optimization problems which
are easier to solve.

The high-accuracy line search methods proposed in
this paper use a different approach. They perform

optimization of the cost function along geodesics by
exploiting the almost periodic behavior of the cost
function on UðnÞ, due to the exponential map. Their
complexity is lower compared to well-known efficient
methods [2] such as the Armijo method [27]. The
proposed line search methods are used together with
the proposed CG algorithm. To our best knowledge the
proposed CG algorithm is the first ready-to-implement CG
algorithm on the Lie group of unitary matrices UðnÞ. It is
also valid for the special orthogonal group SOðnÞ.

This paper is organized as follows. In Section 2 we
approach the problem of optimization under unitary
constraint by using tools from Riemannian geometry.
We show how the geometric properties may be exploited
in order to solve the optimization problem in an efficient
way. Two novel line search methods are introduced in
Section 3. The practical CG algorithm for optimization
under unitary matrix constraint is given in Section 4.
Simulation results and applications are presented in
Section 5. Finally, Section 6 concludes the paper.

2. Optimization on the unitary group UðnÞ

In this section we show how the problem of optimiza-
tion under unitary matrix constraint can be solved
efficiently and in an elegant manner by using tools of
Riemannian geometry. In Section 2.1 we review some
important properties of the unitary group UðnÞ which are
needed later in our derivation. Few important properties
of UðnÞ that are very beneficial in optimization are pointed
out in Section 2.2. The difference in behavior of the SD and
CG algorithm on Riemannian manifolds in explained in
Section 2.3. A generic CG algorithm on UðnÞ is proposed in
Section 2.4.

2.1. Some key geometrical features of UðnÞ

This subsection describes briefly some Riemannian
geometry concepts related to the Lie group of unitary
matrices UðnÞ and show how they can be exploited in
optimization algorithms. Consider a real-valued function
J of an n� n complex matrix W, i.e., J : Cn�n

! R. Our
goal is to minimize (or maximize) the function J ¼JðWÞ
under the constraint that WWH

¼WHW ¼ I, i.e., W is
unitary. This constrained optimization problem on Cn�n

may be converted into an unconstrained one on the space
determined by the unitary constraint, i.e., the Lie group of
unitary matrices. We view our cost function J as a
function defined on UðnÞ. The space UðnÞ is a real

differentiable manifold [6]. Moreover, the unitary ma-
trices are closed under the standard matrix multiplication,
i.e., they form a Lie group [19]. The additional properties
arising from the Lie group structure may be exploited to
reduce the complexity of the optimization algorithms.

2.1.1. Tangent vectors and tangent spaces

The tangent space TWUðnÞ is an n2-dimensional real
vector space attached to every point W 2 UðnÞ. At the
group identity I, the tangent space is the real Lie algebra of
skew-Hermitian matrices uðnÞ9TIUðnÞ ¼ fS 2 C

n�n
jS ¼
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