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a b s t r a c t

Recursive least squares (RLS) dictionary learning algorithm is one of the well-known
dictionary update approaches which continuously update the dictionary per arrival of
new training data. In RLS algorithm a forgetting factor is added to control the memory and
the effect of the previous data in the dictionary update stage. In this paper, we generalize
the RLS algorithm by introducing an additional correction weight for the arrival data. This
additional correction weight adaptively controls the relative consistency between the
arrival data and the existing dictionary estimate. Consequently, we show that the
conventional RLS is a special case of our method. Synthetic data, with and without
containing outliers, are used to train both methods. Experimental results verify that
adding the correction weight in our proposed method improves the recovery of original
dictionary and MSE of sparse representation for both types of training data. The
improvement increases as the percentage of outliers increase.

& 2015 Elsevier B.V. All rights reserved.

1. Introduction

Dictionary learning for sparse representation of signals
is one of the active topics in various areas such as
compression, denoising, inpainting, super-resolution, clas-
sification, and source separation [1–5]. Dictionary is a
collection of atoms which can represent each training data
by a linear combination of the atoms. The dictionary used
in sparse representation is an over-complete one. Two
types of over-complete dictionaries are available. In
Designed dictionaries the atoms are selected from the
available basis such as Fourier, Wavelet, Discrete Cosine
Transform (DCT), etc. [6–11]. In Trained dictionaries the
atoms of the dictionary are learned from the training data
[12–15]. The latter deals with two parameters to optimize:

the dictionary atoms and the sparse coefficients that
linearly relate training data to the atoms. Dictionary
learning algorithms generally use two-step alternating
optimization method to find these two parameters. The
first step, denoted as sparse coding, assumes that the
dictionary is available and uses sparse approximation
methods [9,16–19] to find the sparse representation of
the data. The second step, denoted as dictionary update,
uses the sparse coefficients from the previous step to
update the dictionary atoms. Dictionary learning algo-
rithms generally focus on the second step [12–15,20–23].

The focus of this paper is on recursive least squares
(RLS) dictionary update algorithm [13]. The RLS dictionary
update was proposed after method of optimal directions
(MOD) algorithm [14] and both methods use the least
squares to update the dictionary. In MOD a matrix inver-
sion at each iteration increases the computational com-
plexity in dealing with large data set. Consequently, RLS
dictionary learning was proposed to solve the same
least squares recursively to reduce the complexity of the
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algorithm. In addition, the RLS algorithm uses a forgetting
factor λ to improve the convergence speed. We denote this
RLS by λ-RLS.

In this paper, we generalize the RLS algorithm by
adding an extra correction weight for the arrival data.
We denote our method by generalized adaptive weighted
recursive least squares (GAW-RLS) and show the RLS and
λ-RLS methods presented in [13] are special cases of GAW-
RLS method. The simulation results show that our pro-
posed method improves MSE (mean squared error) and
original dictionary recovery of the RLS and λ-RLS methods.
In addition, the generalized algorithm is more robust
in dealing with training data containing outliers. The
paper structure is as follows: Section 2 provides a brief
review of dictionary learning; Section 3 introduces GAW-
RLS method; and Section 4 contains the simulation results.

2. Dictionary learning and motivation

In dictionary learning, a set of vectors called dictionary
as D¼ ½d1;d2;…;dn�ARm�n are trained by using a set of
training data as Y¼ ½y1; y2;…; yL�ARm�L. Each data in the
training data set can be represented by a linear combina-
tion of a small number of the dictionary columns as
follows:

yiCDxi ¼
Xn
j ¼ 1

djxiðjÞ ¼ fd1xið1Þþd2xið2Þþ⋯þdnxiðnÞg:

ð1Þ

In this representation, dictionary D is over-complete (has
more columns than rows mon) and each dj is called an
atom of the dictionary. The xi is the sparse representation
of yi over D, where xiðjÞ is the jth entry of xi and only S
(sparsity level and S⪡m) number of them are non-zero.

Given a set of training data Y, number of dictionary
atoms n, and sparsity level S, dictionary learning finds D̂
(dictionary) and X̂ (sparse representation of Y over D) by
minimizing a desired cost function as follows:

D̂; X̂
n o

¼ arg min
D;X

C Y;D;Xð Þ s:t:

8 jA 1:nf gJdj J2 ¼ 1; 8 iA 1: Lf gJxi J0rS ð2Þ

where J � J0 is the l0 norm and shows the number of non-
zero elements in x and J � J2 is the l2 norm. One of the
most used cost functions considered for optimization is
the total sparse representation error for the training data
set as follows:

D̂; X̂
n o

¼ arg min
D;X

‖Y�DX‖2F s:t:

8 jA 1:nf gJdj J2 ¼ 1; 8 iA 1: Lf gJxi J0rS ð3Þ

in which J � JF is the Frobenius norm and for a matrix like
AARm�n can be calculated as ‖A‖2F ¼

P
alli;ja

2
ij where aij is

the entry in the ith row and jth column of A. The cost
function in (3) is non-convex, since both D;X are un-
known. Consequently, this optimization problem is solved
by alternating minimization approach which uses the two
steps, briefly described in the following section.

2.1. Two steps of dictionary learning

The two steps of dictionary learning are as follows:

1) Sparse coding step: Considers a fixed dictionary D and
estimates X in the following cost function by using
sparse approximation methods:

8 iA 1: Lf g; x̂i ¼ arg min
xi

Jyi�Dxi J2 s:t: Jxi JprS ð4Þ

in which J � Jp is the lp-norm. To solve the cost function
in (4), the following three approaches are proposed:
greedy algorithms for p¼0, relaxation methods for p¼1,
and methods such as focal under-determined system
solver (FOCUSS) for 0opo1. Details of these methods
can be found in [9,12,13,16–19].

2) Dictionary update step: Uses the sparse coefficients
matrix X from step 1 and updates the dictionary D by
solving the following cost function:

D̂ ¼ arg min
D

‖Y�DX‖2F s:t:8 jA 1:nf gJdj J2 ¼ 1: ð5Þ

Several approaches have been proposed to find the
solution of (5) [12–15,19,24,25]. The focus of this paper is
on the least squares based methods. For example, the least
squares solution for (5) is provided in MOD algorithm [14]
as follows:

D̂ ¼ YXT XXT
� ��1

ð6Þ

This solution is straightforward, however, includes matrix
inversion at each step which increases the complexity of
the problem in dealing with large number of training data.
To avoid this matrix inversion, the RLS algorithm [13] uses
online and recursive implementation of the MOD algo-
rithm. The RLS algorithm has simple parameters update
and the data have the same value of importance in training
of this algorithm. The RLS dictionary learning to improve
the algorithm has adapted the idea of using forgetting
factor from the adaptive filters [13]. Motivated by the role
of the forgetting factor as a proportional weight on the
passed data, in this work we plan to study and analyze
introducing an additional weight for the arrival data.

3. Generalized adaptive weighted recursive least squares
dictionary learning (GAW-RLS)

The λ-RLS algorithm presented in [13] considers the
following cost function:

f RðDÞ ¼
Xi

j ¼ 1

λi� j‖rj‖22 ¼
Xi�1

j ¼ 1

λi� j‖rj‖22þ‖ri‖22 ð7Þ

where subscript R in f RðDÞ is used for RLS algorithm and i
is the number of training data, rj represents the sparse
representation error for the jth data, and λ is the forge-
tting factor. The update of the dictionary is found as
follows [13]:

Di ¼ arg min
D

f RðDÞ ¼ arg min
D

Xi�1

j ¼ 1

λi� j‖rj‖22þ‖ri‖22 ð8Þ
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