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a b s t r a c t

The stereophonic acoustic echo cancellation (SAEC) problem is usually modelled as a two-
input/two-output system with real random variables. Recently, the SAEC scheme was
recast as a single-input/single-output system with complex random variables, thanks to
the widely linear (WL) model. In this paper, we motivate the use of a more general form
of the Kalman filter with the WL model for SAEC. Simulation results indicate that
this algorithm outperforms the recursive least-squares (RLS) algorithm, which is usually
considered as the benchmark for SAEC.

& 2013 Elsevier B.V. All rights reserved.

1. Introduction

Stereophonic acoustic echo cancellation (SAEC) is a very
challenging system identification problem [1]. Usually, an
SAEC system consists of four adaptive filters aiming at
identifying four echo paths from two loudspeakers to two
microphones. The main difficulty comes from the fact that
the loudspeaker (input) signals are linearly related, which
results in the so-called nonuniqueness problem [2]. This
issue can be addressed by manipulating the signals trans-
mitted to the near-end room, e.g., using a preprocessor on
the loudspeaker signals to make them less coherent [3], but
without affecting much the stereo perception and the sound
quality.

The adaptive filters used in SAEC should exploit the
cross-correlation between the channels [4]. In this context,
the most interesting solutions belong to the recursive

least-squares (RLS) family. Due to their convergence fea-
tures, these algorithms were preferred in many real-world
applications [5,6].

Recently, we proposed a different approach for the
SAEC problem [1,7], by using the widely linear (WL) model
[8]. Basically, the classical two-input/two-output system
with real random variables was recast as a single-input/
single-output system with complex random variables. As
a consequence, the four real-valued acoustic impulse
responses are converted to one complex-valued impulse
response. One advantage of this approach is that instead of
handling two (real) output signals separately, we only
handle one (complex) output signal, which is convenient
for the main challenges of SAEC.

In this paper, we derive a general Kalman filter (GKF)
with the WL model for SAEC, namely the WL-GKF. The
term “general” refers to a different approach we propose,
i.e., a block of time samples is considered at each iteration,
instead of one time sample (as in the conventional
approach). The main motivation behind this work is
the appealing performance of the Kalman filter for echo
cancellation [9–11]. Also, the WL complex Kalman filters
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[12,13] were found to be attractive for many applications.
The proposed algorithm has inherited some similarities
with the WL augmented complex Kalman filter presented
in [13]. However, the WL-GKF is derived based on a state
variable model suitable for the SAEC problem. The pro-
posed WL-GKF joins the advantages of the WL model
(as described before) and the good features of the GKF
[11]. Simulation results indicate that the developed algo-
rithm outperforms the RLS counterpart. Consequently, it
could represent an attractive alternative in SAEC.

2. The WL model for SAEC

In this section, we briefly review the WL model for
SAEC (Fig. 1) [1,7]. Let us denote the two input (or loud-
speaker) signals by xLðnÞ and xRðnÞ (i.e., “left” and “right”),
and the two output (or microphone signals) by dLðnÞ and
dRðnÞ, where n is the time index. Therefore, the micro-
phone signals are obtained as

dLðnÞ ¼ yLðnÞ þ vLðnÞ; ð1Þ

dRðnÞ ¼ yRðnÞ þ vRðnÞ; ð2Þ
where yLðnÞ and yRðnÞ denote the stereo echo signals, and
vLðnÞ and vRðnÞ are the near-end signals (i.e., noise or a
combination of noise and near-end speech). The echo
signals can be modelled as [2,3]

yLðnÞ ¼ hT
t;LLxLðnÞ þ hT

t;RLxRðnÞ; ð3Þ

yRðnÞ ¼ hT
t;LRxLðnÞ þ hT

t;RRxRðnÞ; ð4Þ
where ht;LL;ht;RL;ht;LR, and ht;RR are L-dimensional vectors of
the loudspeaker-to-microphone acoustic impulse responses

(the subscript t stands for “true”), the superscript T denotes
transposition, and

xLðnÞ ¼ ½xLðnÞ xLðn�1Þ ⋯ xLðn�Lþ 1Þ�T

xRðnÞ ¼ ½xRðnÞ xRðn�1Þ ⋯ xRðn�Lþ 1Þ�T

comprise the L most recent loudspeaker signal samples.
In this context, the main goal is to estimate the four acoustic
impulse responses, ht;LL;ht;RL;ht;LR, and ht;RR, from the
microphone signals dLðnÞ and dRðnÞ.

Next, let us form the complex random variable (CRV):

dðnÞ ¼ dLðnÞ þ jdRðnÞ ¼ yðnÞ þ vðnÞ; ð5Þ

where j¼
ffiffiffiffiffiffiffi
�1

p
, yðnÞ ¼ yLðnÞ þ jyRðnÞ, and vðnÞ ¼ vLðnÞþ

jvRðnÞ. Also, let us define the complex random vector:

xðnÞ ¼ xLðnÞ þ jxRðnÞ: ð6Þ

Consequently, the (complex) echo signal can be obtained as

yðnÞ ¼ hH
t xðnÞ þ ht′HxnðnÞ; ð7Þ

where the superscripts H and n denote conjugate transpose
and conjugate, respectively, and

ht ¼ ht;1 þ jht;2; ð8Þ

h′t ¼ h′t;1 þ jh′t;2; ð9Þ

with ht;1 ¼ ðht;LL þ ht;RRÞ=2, ht;2 ¼ ðht;RL�ht;LRÞ=2, h′
t;1 ¼

ðht;LL�ht;RRÞ=2, and h′
t;2 ¼�ðht;RL þ ht;LRÞ=2. Using the pre-

vious notation, we can express (7) as

yðnÞ ¼ ~h
H
t ~xðnÞ; ð10Þ

Fig. 1. The WL model for SAEC.
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