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Abstract 

Statistical language modeling (LM) that intends to quantify the acceptability of a given piece of text has long been an interesting yet 
challenging research area. In particular, language modeling for information retrieval (IR) has enjoyed remarkable empirical success; one 
emerging stream of the LM approach for IR is to employ the pseudo-relevance feedback process to enhance the representation of an 
input query so as to improve retrieval effectiveness. This paper presents a continuation of such a general line of research and the major 
contributions are three-fold. First, we propose a principled framework which can unify the relationships among several widely-cited query 
modeling formulations. Second, on top of this successfully developed framework, two extensions have been proposed. On one hand, we 
present an extended query modeling formulation by incorporating critical query-specific information cues to guide the model estimation. On 
the other hand, a word-based relevance modeling has also been leveraged to overcome the obstacle of time-consuming model estimation 
when the framework is being utilized for practical applications. In addition, we further adopt and formalize such a framework to the speech 
recognition and summarization tasks. A series of experiments reveal the empirical potential of such an LM framework and the performance 
merits of the deduced models on these two tasks. 
© 2016 Elsevier B.V. All rights reserved. 
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1. Introduction 

Following the exponentially growing popularity of the 
Internet and the ubiquity of social web communications, 
tremendous volumes of multimedia content, such as broad- 
cast radio and television programs, digital libraries and so on, 
are made available to the public. This has spurred a surge of 
research on speech-based multimedia content understanding 

and organization over the past two decades. By virtue of 
the developed processing techniques, a variety of function- 
alities were created to help distill important content from 

multimedia collections, or provide locations of important 
speech segments in a video along with their corresponding 

transcripts, for users to listen to or to digest. 
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On a separate front, statistical language modeling (LM) 
( Jelinek, 1999; Jurafsky and Martin, 2008; Zhai, 2008 ), 
which manages to quantify the acceptability of a given word 

sequence in natural language, or capture the statistical charac- 
teristics of a given piece of text, has been proved to offer both 

efficient and effective modeling abilities in many practical 
applications of natural language processing and speech recog- 
nition ( Ponte and Croft, 1998; Jelinek, 1999; Huang et al., 
2001; Jurafsky and Martin, 2008; Furui et al., 2012; Liu and 

Hakkani-Tur, 2011 ). In particular, the LM-based modeling 

paradigm was first introduced for information retrieval (IR) 
problems in the late 1990s, indicating very good potential, 
and was subsequently extended in a wide array of follow-up 

studies. One typical realization of this paradigm for IR is to 

access the degree of relevance between a query and a docu- 
ment by computing the likelihood that the query is generated 

by the document (usually referred to as the query-likelihood 
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approach) ( Zhai, 2008; Baeza-Yates and Ribeiro-Neto, 2011 ). 
A document is deemed to be relevant to a given query if the 
corresponding document model is more likely to generate the 
query. Alternatively, the Kullback–Leibler divergence mea- 
sure (denoted by KLM for short hereafter), which quantifies 
the degree of relevance between a document and a query 

from a more rigorous information-theoretic perspective, has 
been proposed ( Lafferty and Zhai, 2001; Zhai and Lafferty, 
2001a; Baeza-Yates and Ribeiro-Neto, 2011 ). KLM not only 

can be thought as a natural generalization of the query- 
likelihood approach, but also has the additional advantage 
of being able to accommodate extra information cues to 

improve the performance of document ranking. For example, 
a main challenge facing the LM-based modeling paradigm is 
that since a given query usually consists of few words, the 
true information need is hard to be inferred from the surface 
statistics of a query. As such, one emerging stream of thought 
for KLM is to employ the pseudo-relevance feedback process 
to construct an enhanced query model (or representation) 
so as to achieve better retrieval effectiveness ( Lavrenko and 

Croft, 2001; Zhai and Lafferty, 2001; Tao and Zhai, 2006; 
Hiemstra et al., 2004; Lv and Zhai, 2009; Carpineto and 

Romano, 2012; Lee and Croft, 2013; Clinchant and Gaussier, 
2013; Chen et al., 2013b, 2014 ). 

This paper presents a continuation of this general line of 
research and its main contributions are highlighted as follows: 
(1) we analyze several widely-used query models and then 

propose a principled framework to unify the relationships 
among them; (2) on top of the successfully developed query 

models, we propose two extended modeling formulations by 

incorporating additional query-specific information cues to 

guide the model estimation, or by introducing word-word 

relevance cues to mitigate the computation time problem in 

realistic applications; (3) we explore a novel use of these 
query models by adapting them to the speech recognition and 

summarization tasks. As we will see, a series of experiments 
indeed confirm the effectiveness of the proposed models on 

these two disparate tasks. 

2. Language modeling framework for IR 

2.1. Query likelihood measure (QLM) 

Language modeling (LM) has emerged as a promising 

paradigm for building information retrieval systems ( Chen, 
2009; Chia et al., 2010, 2012 ). This is due to the fact that 
the LM-based paradigm has inherently neat probabilistic 
foundation and excellent performance ( Zhai, 2008 ). The 
fundamental formulation of such a paradigm for information 

retrieval is to compute the conditional probability P ( Q | D ), i.e., 
the likelihood that a query Q is generated by each document 
D (the so-called query likelihood measure). A document D 

is deemed to be relevant with respect to the query Q if the 
corresponding document model is more likely to generate 
the query. If the query Q is treated as a sequence of words, 
Q = w 1 , w 2 ,…, w L , where the query words are assumed to be 
conditionally independent given the document D and their or- 

der is also assumed to be of no importance (i.e., the so-called 

“bag-of-words ” assumption), the likelihood measure P ( Q | D ) 
can be further decomposed as a product of the probabilities of 
the query words generated by the document ( Zhai, 2008 ): 

P (Q| D) = 

∏ L 

l=1 
P ( w l | D ) , (1) 

where P ( w l | D ) is the likelihood of generating w l by the doc- 
ument D (also known as the document model). The simplest 
way to construct P ( w l | D ) is based on literal term matching 

( Lee and Chen, 2005 ), through using the unigram language 
model (ULM). To this end, each document D can, respec- 
tively, offer a unigram distribution for observing any given 

word w , which is parameterized on the basis of the empirical 
counts of words occurring in the document with the maximum 

likelihood (ML) estimator ( Jelinek, 1999; Zhai, 2008 ): 

P (w| D) = 

c(w, D) 

| D| , (2) 

where c ( w,D ) denotes the number of times that word w 

occurs in the document D and | D | is used to designate the 
number of words in the document. The document model 
is further smoothed by a background unigram language 
model estimated from a large general collection to model the 
general properties of the language as well as to avoid the 
problem of zero probability ( Zhai, 2008 ). However, how to 

strike the balance between these two probability distributions 
is actually a matter of judgment, or trial and error. 

2.2. Kullback–Leibler divergence measure (KLM) 

Another effective realization of the LM-based paradigm for 
IR is the Kullback–Leibler divergence measure (KLM), which 

determines the degree of relevance between a document and 

a query from a rigorous information-theoretic perspective. 
Two different language models are involved in KLM: one 
for the document and the other for the query. KLM assumes 
that words in the query are random draws from a language 
distribution that describes the information need of a user, 
and words in the relevant documents should also be drawn 

from the same distribution. The divergence of the document 
model with respect to the query model is defined by 

KL (Q|| D) = 

∑ 

w∈ V P (w| Q) log 

P (w| Q) 

P (w| D) 
. (3) 

In addition, it is easy to show that the KL-divergence 
measure will give the same ranking as the ULM model (cf. 
Eq. (1) ) when the query language model is simply derived 

with the ML estimator ( Chen et al., 2012 ): 

−KL ( Q 

‖ D ) 
rank = 

∑ 

w∈ V P ( w| Q ) log P ( w| D ) 

= 

∑ 

w∈ V 
c ( w, Q ) 

| Q 

| log P ( w| D ) 

rank = 

∑ 

w∈ V c ( w, Q ) log P ( w| D ) 

= log P ( Q| D ) 

rank = P ( Q| D ) . (4) 
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