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Abstract

In this paper, we describe a hidden Markov model (HMM)-based feature-compensation method. The proposed method
compensates for noise-corrupted speech features in the mel-frequency cepstral coefficient (MFCC) domain using the
output probability density functions (pdfs) of the HMM. In compensating the features, the output pdfs are adaptively
weighted according to forward path probabilities. Because of this, the proposed method can minimize degradation of
feature-compensation accuracy due to a temporarily changing noise environment. We evaluated the proposed method
based on the AURORAZ? database. All the experiments were conducted under clean conditions. The experimental results
indicate that the proposed method, combined with cepstral mean subtraction, can achieve a word accuracy of §87.64%.
We also show that the proposed method is useful in a transient pulse noise environment.
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1. Introduction

One approach to noise robust speech recognition
is to use a microphone array which can enhance a
speech signal contaminated by directional noise
sources. A spatial inverse approach forms a valley
of sensitivity in a certain direction by means of
adaptation/learning. However, for omni-directional
noise sources, the spatial inverse approach tends to
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be less effective. In addition, because, in the adapta-
tion/learning phase, sufficient data are required in
order to estimate stable statistics such as a spatial
correlation matrix, the spatial inverse approach
suffers from suppression of transient noises such
as pulse noises.

In the case of use of a single microphone, model
adaptation is an effective approach to robust speech
recognition which adapts acoustic models to noisy
conditions (Gales and Woodland, 1996; Varga and
Moore, 1990; Gales and Young, 1996). Model adap-
tation methods have an advantage in that these
methods can adapt not only expectations, but also
variances. When the noise environment can be
modeled in advance, methods such as parallel model
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combination are useful for adapting acoustic
models. However, when the methods are applied
to an unknown noise environment, it is difficult to
maintain sufficient recognition accuracy.

Another effective approach to realize noise-robust
speech recognition is feature compensation of noise-
corrupted speech during the front-end processing
(Boll, 1979; Atal, 1974). Segura et al. (2001) demon-
strated the effectiveness of the feature-compensation
method based on a Gaussian mixture model (GMM),
which estimates the expectation of distortion from a
noise-corrupted speech feature based on the GMM
in the log filter bank energy (log-FBE) domain, and
generates a compensated speech feature by subtract-
ing the estimated distortion from the corrupted
speech feature. The GMM is prepared in advance
by being trained from clean-speech features. In the
feature-compensation process, the GMM is adapted
to the noisy environment using several frames prior
to an utterance, which are expected to be noise-only
frames. Because the adapted GMM is well matched
to noise-corrupted speech features, the method can
adequately compensate for the corrupted speech fea-
tures in a stationary noise environment. However, in
the case of a non-stationary noise environment,
because the noise characteristics change temporally,
mismatches between the adapted GMM and a cur-
rent noise-corrupted speech feature occur. Because
of this mismatch, the posterior probabilities of the
Gaussian distributions, which should not contribute
to compensation for features, are over-estimated.
This causes degradation of the feature-compensation
accuracy. Another drawback is that the feature-com-
pensation formula of the GMM-based method
cannot be applied to noise environments that have
no stationary noise component, such as transient
pulse noises.

To achieve robust speech recognition in a non-
stationary noise environment, Yao et al. (2000) pro-
posed an effective method that separates the noise
effects into stationary and residual, and estimates
the residual noise parameters at each time with a
sequential EM algorithm. However, the computa-
tion cost is very high because the method needs a
number of iterations at each time in order to
converge the residual noise parameters. Recently,
in order to reduce the computation cost, a particle
filter-based sequential estimation method has been
adopted in some methods, e.g. Yao and Nakamura
(2001); Fujimoto and Nakamura (2005).

In this paper, we propose a hidden Markov model
(HMM)-based feature-compensation method that

can deal with, in addition to the stationary noises,
non-stationary noises that temporarily vary their
characteristics like transient pulses. The proposed
feature compensation is achieved based on the
HMM that the decoder has in advance as an acoustic
model, and is thus executed in a cepstral domain.
Moreover, because the proposed feature compensa-
tion is applicable to the residual noise after the
microphone array processing, the integration system
of the proposed feature compensation and the
microphone array is expected to make it possible
to cover a wide variety of noise. A distortion of the
noisy speech feature in the cepstral domain, which
is different from the clean speech feature, can be
divided into a stationary distortion component and
a non-stationary distortion component. The tempo-
ral trajectory of the non-stationary distortion
component is assumed to be zero almost everywhere
but temporarily changes. The stationary distortion
component is absorbed by adding the estimated
stationary distortion component to the expectation
value of each Gaussian distribution in the output
probability density functions (pdfs) of the clean
speech’s HMMs. The proposed method eliminates
the degradation of feature-compensation accuracy
caused by the non-stationary distortion component
by evaluating the posterior probability of each
Gaussian distribution that is adaptively weighted
based on the forward path probability. Even if the
current noise characteristics have changed temporar-
ily, the proposed method can enhance the posterior
probabilities of the Gaussian distributions, which
should contribute to the feature compensation.

The idea of separating the noise effect into sta-
tionary and residual parts was also adopted by
Yao et al. (2000). However, our method does not
need to estimate the residual noise parameters using
such a complex processing as the sequential EM
algorithm or the particle filter-based method, and
simply applies weights to the pdfs in order to com-
pensate for the residual noise effects in evaluation of
posterior probabilities of Gaussian distributions.
The weights are evaluated based on the forward
path probabilities of the Viterbi algorithm. Our
method is thus very simple and can easily be imple-
mented with an existing speech recognizer, which is
one of our method’s advantages. In order to over-
come another drawback of the GMM-based
method, we also propose a feature-compensation
formula that can be applied to noise environments
that have no stationary noise component, such as
transient pulse noises.
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