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Abstract

Most speaker identification systems train individual models for each speaker. This is done as individual models often
yield better performance and they permit easier adaptation and enrollment. When classifying a speech token, the token
is scored against each model and the maximum a priori decision rule is used to decide the classification label. Conse-
quently, the cost of classification grows linearly for each token as the population size grows. When considering that the
number of tokens to classify is also likely to grow linearly with the population, the total work load increases
exponentially.

This paper presents a preclassifier which generates an N-best hypothesis using a novel application of Gaussian selec-
tion, and a transformation of the traditional tail test statistic which lets the implementer specify the tail region in terms of
probability. The system is trained using parameters of individual speaker models and does not require the original feature
vectors, even when enrolling new speakers or adapting existing ones. As the correct class label need only be in the N-best
hypothesis set, it is possible to prune more Gaussians than in a traditional Gaussian selection application. The N-best
hypothesis set is then evaluated using individual speaker models, resulting in an overall reduction of workload.
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1. Introduction tion is accomplished by scoring a test utterance

against each model and using a decision rule, such

Traditionally, speaker identification is imple- as the maximum a posteriori (MAP) decision rule

mented by training a single model for each speaker where the class of the highest scoring model is
in the set of individuals to be identified. Identifica- selected as the class label.

The advantages of such schemes over training a

ml 619 594 5830; fax: +1 619 594 6746. single model with multlple class outputs is that
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training data for the existing speakers and the
training of individual models is faster. The down-
side to this approach is that the computational
complexity required for identification grows line-
arly for the classification of each speaker as the
number of the speakers increases. Unless the
majority of enrolled speakers are infrequent users
of the system, it is reasonable to expect that as
the number of registered users increase, the num-
ber of classification requests could increase at least
linearly. Under this assumption, the system load
rises exponentially as the registered population in-
creases due to the increase of requests and increase
of models to check against.

In this work, we develop a preclassifier which
produces a hypothesis that a token is most likely
to belong to one of a small subset of the possible
classes. The token is then rescored against the tra-
ditional per class models and a final class label is
assigned. The design goals are to produce a pre-
classifier with the following properties:

(1) The computational workload of the system is
reduced.

(2) Enrollment of new speakers should be of low
cost. Regeneration of the preclassifier as new
speakers are enrolled should not be cost pro-
hibitive with respect to both time and space
requirements.

(3) There should be minimal or small impact on
the classification error rate. Use of the sys-
tem should incur no more than a small
penalty in classification performance.

We will show that a system meeting the above
criteria can be achieved through a novel applica-
tion of Gaussian selection. A Gaussian selection
system is constructed which evaluates a subset of
the non-outlier Gaussians near each speaker. Un-
like traditional Gaussian selection systems like
those described in Picheny’s (1999) review of large
vocabulary dictation systems, there is no attempt
to capture all of the distributions for which the
point is not an outlier. A small subset of the distri-
butions is sufficient to identify a set of promising
candidates. This candidate set is then rescored
using speaker-specific models and the MAP deci-
sion rule is applied.

It should be noted that the proposed system is
non-optimal; there is no guarantee that the
hypothesis set will contain the correct class of the
token being classified. As will be demonstrated
empirically in the experimental section, in most
cases this has minimal impact on the classification
error rate for the evaluated corpora.

The remainder of this paper is organized as fol-
lows: Section 2 describes an overview of existing
techniques to reduce the computational load of
speaker recognition systems. Next, we review
Gaussian selection (Section 3) and present a way
to specify the outlier test in terms of probability.
Section 4 describes how Gaussian selection can
be applied to construct an efficient preclassifier
which meets the stated design goals. Section 5
describes the experimental methodology, and
results are reported in Section 6. Finally, we sum-
marize our findings in Section 7.

2. Background

The proposed Gaussian-selection-based preclas-
sifier differs from other non-optimal search tech-
niques such as the well-known beam search
(Huang et al., 2001), time-reordered beam search
of Pellom and Hansen (1998), and confidence-
based pruning (Kinnunen et al., in press) in that
classification speed can be increased without prun-
ing candidates before all feature vectors are consid-
ered, but the system could of course be combined
with such techniques. In terms of system architec-
ture, the proposed technique is similar to the two
stage classification system of Pan et al. (2000) where
two learning vector quantizers (LVQ) of differing
size are used for first and second pass scoring.

There are several partition-based approaches
that have been proposed for speech and speaker
recognition systems. The partitioning results in a
pruning of Gaussian evaluations. These systems
can be separated into techniques which provide
separate partitions for each model and those that
partition the entire feature space. Pruning of
Gaussians in these techniques occurs when com-
puting the posterior likelihood for the final classi-
fication decision, and in all cases it is not part of a
N-best match strategy.
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