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Abstract 

In data mining it is generally anticipated that revealed knowledge should have characteristics of accuracy, reliability and 
interestingness. Most of the data mining algorithms find patterns that are accurate and reliable but might not be interesting. 
Interest measures are used to find the valued interesting rules which are useful to the user in effective decision making even in 
exceptional set of circumstances. A range of interest measures for rule mining have been suggested by researchers in the field 
of data mining to have different visualisations and analytics. In this paper, we have investigated a few of interest measures 
and proposed a new Interest measure with the name ‘Rule Power Factor’. Experiments prove that this new interest measure is 
more informative and can act as a superset of ‘Confidence’ measure.  
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1. Introduction 

    The field Associative Classification(AC) has tremendous opportunity and has many valued applications e.g. 
Market Basket Analysis, genetic epidemiological analysis, movies recommendation, heart disease prediction, 
cheminformatics, movies recommendation, ontology, bigdata, ubiqutous computing, Internet of Things.  
Associative Classification comprises with two techniques: Association rule mining (undefined) + Classification 
(Predefined). 
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Association rule mining is a very well-known technique by which various rules or association among variables 
can be defined. (Readers can refer paper [1] to read association rule mining in detail ). Classification is a two 
phase process.  In first phase, a sample data is collected from the data base and this is termed as training data. 
Using various constraints and techniques, a classification model is created to tag specific data with specific class 
label. When this model is justified on various parameters e.g completeness, accuracy, reliability on training data 
then test data is used to classify various data items with various predefined classes.  Many researchers have 
proposed various interest measures for rule mining to fulfil the needs for effective decision making.  Broadly, 
there are two types of classifications: objective and subjective. An objective measure has no awareness about the 
user. Mostly, objective measures are constructed on theories in probability, correlation and statistics. A 
subjective measure takes into account both the data and the user. This can be obtained by direct or indirect 
interaction with the user through the data mining process. 

2. Related Work  

   There are various interest measures proposed by researchers. Each measure is basically to extract a specific 
pattern from the data. It depends on the need of pattern/data to be mined. For instance, user might be only 
interested in correlated data or or to find the number of data items dominating in the database. At many 
occasions, finding negative rules are useful to avoid misleading decisions. For complete list of interest measures 
readers may refer paper [12]. Consider table 1, containing transactional data set used in sub-sections from 2.1 to 
2.5 to understand basic terminology and a few well known interest measures. 

          Table 1. Transactional data set 

TID T1 T2 T3 T4 T5 

A 
B 

0 
1 

1 
1 

1 
0 

1 
0 

1 
1 

  

2.1. Support 
Support is defined as the probability that transactions in the database contains items both the antecedent and the 
consequent of the rule. 

support (A->B) = (Transactions containing both A and B items) / Total number of transactions.  
                               support (A->B)      => 2/5 = 40% 
If minimum threshold for support is chosen low, large numbers of rules are generated and evaluation of such 
rules is complex and time consuming. And choosing minimum threshold value high can make the pattern skipped 
and can compromise the effective decision making. Support, confidence, rule generation are explained in detail 
in [1]. 

2.2 Confidence  
Confidence is a measure that finds out the association among antecedence and precedence part of a rule. It 
ignores the total number of transactions while calculating confidence. 
  
confidence(A->B)=Total number of transactions containing items A and B divided by total number of 
transactions containing item A. confidence (A->B) = support (A,B) / support(A) 
confidence (A->B) = 2/4= 50% 

2.3. Coverage  
It measures how much database is covered by a rule A  B. Hence, coverage is the number of transactions that 
satisfy the antecedent of a rule.  
Coverage (A) = support (A) = 4 / 5 = 0.800 
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