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Data collected for building a road safety observatory usually include observations made sequentially
through time. Examples of such data, called time series data, include annual (or monthly) number of road
traffic accidents, traffic fatalities or vehicle kilometers driven in a country, as well as the corresponding
values of safety performance indicators (e.g., data on speeding, seat belt use, alcohol use, etc.). Some com-
monly used statistical techniques imply assumptions that are often violated by the special properties of
time series data, namely serial dependency among disturbances associated with the observations. The
first objective of this paper is to demonstrate the impact of such violations to the applicability of standard
methods of statistical inference, which leads to an under or overestimation of the standard error and con-
sequently may produce erroneous inferences. Moreover, having established the adverse consequences
of ignoring serial dependency issues, the paper aims to describe rigorous statistical techniques used
to overcome them. In particular, appropriate time series analysis techniques of varying complexity are
employed to describe the development over time, relating the accident-occurrences to explanatory fac-
tors such as exposure measures or safety performance indicators, and forecasting the development into
the near future. Traditional regression models (whether they are linear, generalized linear or nonlinear)
are shown not to naturally capture the inherent dependencies in time series data. Dedicated time series
analysis techniques, such as the ARMA-type and DRAG approaches are discussed next, followed by struc-
tural time series models, which are a subclass of state space methods. The paper concludes with general
recommendations and practice guidelines for the use of time series models in road safety research.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

cators and risk factors have been defined at different levels of the
road risk process: in the DRAG approach (Gaudry, 1984; Lassarre,

Time series analysis is used in road transport and road safety
research for describing, explaining and forecasting trends at an
aggregate level. The technique is applied to road safety indicators
aggregated over an area (a country, road type or accident type, or
combination thereof) and regular time intervals. Road safety indi-
cators such as the number of injury accidents and victims - among
which the number of road fatalities in particular - are chosen for
measuring road safety at for instance a national level.

Since the 1980s, a systemic methodological framework for mod-
eling the road risk process has emerged: it consists of relating risk
indicators to all of their determinants and to account for road safety
measures simultaneously (Hakim et al., 1991). To this end, risk indi-
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1994; Gaudry and Lassarre, 2000) these are road demand, accident
risk, and accident severity.! The three-level approach refers to the
two dimensions of road risk (the risk that an accident occurs and
the risk that a person is injured in an accident), on the one hand,
and to the fact that exposure to risk is the essential, primary risk
factor on the other hand.

A review of time series analysis of road safety trends as per-
formed at the national level in Europe since the 1980s highlights
a progress in the time series analysis techniques: from descrip-
tive toward explanatory models (see Bergel-Hayat, 2008, 2012),
and from deterministic toward stochastic models under the form of
structural models, see Harvey (1989), Durbin and Koopman (2012),
Commandeur and Koopman (2007), and Bijleveld et al. (2008).

1 The name DRAG is formed by the acronym of the French words “Demande
Routiére, Accidents, et leur Gravité”, which translates into “Demand for Road Use,
Accidents and their Severity”.
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Research streams stemming from the former COST 329 project
(COST329, 2004) and the International Cooperation on Time Series
Analysis (ICTSA, 2000-2006) network converged in a coherent
common approach for modeling and comparing the development
in road safety trends among different countries. This common
approach was formalized within Work Package 7 of the SafetyNet
project dealing with “Data Analysis and Synthesis”.

Not all types of models are appropriate for analyzing changes
in sequential measurements of casualty data sets in the road safety
field. The present paper contains a review of the different types
of time series analysis techniques studied and applied within the
SafetyNet project, with a focus on how to overcome the problem
of dependencies - or serial correlations — between model residu-
als. The importance of this issue for proper statistical inferences is
outlined in Section 2.

For all considered techniques, whether they handle time
dependencies explicitly or not, a standard approach was followed in
describing the successive steps (objective of the technique, model
definition and assumption, data set and research problem, model
fit, estimation, diagnostic and interpretation of application results)
in conducting the modeling. Detailed information for understand-
ing each of these steps can be found in the Methodology report
(Dupont and Martensen, 2007) and in the Manual (Dupont and
Martensen, 2007) produced by the members of Work Package 7
of the SafetyNet project. In this paper, the main features of each
technique are presented in a structured way, illustrating their use,
outcomes, and interest through some applications.

The paper is structured as follows. The impact of ignoring
dependencies in time series data is first highlighted in Section 2.
Classical regression techniques and their extensions are then
shortly discussed in Section3. Dedicated techniques that han-
dle time dependencies explicitly are presented in some detail in
Section 4. The paper concludes with a summary, along with recom-
mendations for analyzing road safety developments at an aggregate
level.

2. The impact of time dependencies

Many road traffic data consist of time series: sets of observations
that are sequentially ordered over time. Examples are the annual
or monthly number of road traffic accidents in a country, its annual
or monthly number of road traffic fatalities, its annual or monthly
number of vehicle kilometers driven, its annual or monthly values
on safety performance indicators, etc., all sequentially ordered over
time.

Whenever one is interested in studying and analyzing such
sequentially ordered observations, special issues arise. In this
section we illustrate with a simple example what these special
issues are, and how they can be dealt with by using a special
family of analysis techniques collectively known as time series
models.

The example consists of the log of the total annual number of
road traffic fatalities observed in Norway for the period 1970-2009,
as displayed with circles in Fig. 1. Since the period spans 40 years,
there are n =40 observations. In order to try and capture the dynam-
ics of this time series, we first naively perform a classical linear
regression of these 40 sequentially ordered observations on time.

Typically, in simple classical linear regression a linear relation-
ship is assumed between a criterion or dependent or endogenous
variable y, and a predictor or independent or exogenous variable x
such that
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Fig. 1. Classical linear regression results for log of annual number of Norwegian
fatalities, including 95% confidence limits.

wherei=1,...,nandnis the number of observations. The algebraic
notation
£i~NID(0, 52) 2)

in(1)expresses that the residuals ¢; are assumed to be normally and
independently distributed with mean equal to zero and variance
equal to o2.

Now suppose that the dependent variable y in (1) is the just
mentioned series of the log of Norwegian road traffic fatalities. Also,
suppose that the independent variable x in (1) consists of the num-
bered consecutive time points in the series (thus, x=1, 2, ..., 40).
The usual scatter plot of these two variables - including the best
fitting line according to classical linear regression model (1) and
its 95% confidence limits - is shown in Fig. 1. The equation of the
regression line in Fig. 1 is

9i = &+ Px; = 6.2958 — 0.02114x;,

with error variance 62 = 0.00936.
The standard ¢-test for establishing whether the regression coef-
ficient 8 = —0.02114 deviates from zero yields

B 002114 _ -0.02114
\/(63)/(2?_1(&—?)2) 1/0.00936/5330 ~ 0.00132

=-15.95.

t =

Since the value of this t-test is associated with a p-value of
2 x 1018, the linear relationship between the criterion variable
y and the predictor variable x is extremely significant. When the
assumptions for classical linear regression are valid we may con-
clude that time is a highly significant predictor of the log of the
number of Norwegian road traffic fatalities, and that there is a neg-
ative relation between these two variables: as time proceeds the
log of the number of fatalities decreases.

However, one issue has completely been overlooked in this
analysis. The just mentioned t-test was based on the fundamental
assumption that the 40 observations in the time series, after their
correction for the intercept « and the exogenous variable x, are
independent of each other, as implied by (2). That the observations
are not independent becomes more obvious by connecting them
with lines, as has been done in the top graph of Fig. 2. Inspection
of the latter graph shows that the observation in a certain year has
the tendency to be more similar to the observation of the previous
year than to other earlier observations.

The dependencies between the observations are also reflected
in the residuals of model (1) displayed at the bottom of Fig. 2. Pos-
itive values of the residuals tend to be followed by further positive
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