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Abstract—Humans perform object recognition effortlessly
and accurately. However, it is unknown how the visual sys-
tem copes with variations in objects’ appearance and the
environmental conditions. Previous studies have suggested
that affine variations such as size and position are compen-
sated for in the feed-forward sweep of visual information
processing while feedback signals are needed for precise
recognition when encountering non-affine variations such
as pose and lighting. Yet, no empirical data exist to support
this suggestion. We systematically investigated the impact
of the above-mentioned affine and non-affine variations on
the categorization performance of the feed-forward mecha-
nisms of the human brain. For that purpose, we designed
a backward-masking behavioral categorization paradigm
as well as a passive viewing EEG recording experiment.
On a set of varying stimuli, we found that the feed-forward
visual pathways contributed more dominantly to the com-
pensation of variations in size and position compared to
lighting and pose. This was reflected in both the amplitude
and the latency of the category separability indices obtained
from the EEG signals. Using a feed-forward computational
model of the ventral visual stream, we also confirmed a
more dominant role for the feed-forward visual mechanisms
of the brain in the compensation of affine variations. Taken
together, our experimental results support the theory that
non-affine variations such as pose and lighting may need
top-down feedback information from higher areas such as
IT and PFC for precise object recognition. © 2017 IBRO.
Published by Elsevier Ltd. All rights reserved.
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INTRODUCTION

Primates can accurately perform object categorization in
fractions of a second (Thorpe et al., 1996; Fabre-Thorpe
et al., 1998), despite substantial variations in objects’
size, position, pose and the environmental lighting condi-
tions. It has been suggested that, rapid object categoriza-
tion is likely to be feed-forward (Riesenhuber and Poggio,
1999; VanRullen, 2007; DiCarlo and Cox, 2007; Afraz
et al., 2014), and that more complex stimulus processing
is achieved by feedback projections from higher visual
areas. The latter include situations in which the target
objects are in clutter (Hupe et al., 1998; Lamme et al.,
1998; Bullier, 2001), occluded and in low contrast
(Wyatte et al., 2012). There are also studies suggesting
that object representations which are robust to variations
in size and position are mainly constructed in a hardwired
feed-forward manner in the visual pathways (Serre et al.,
2005; Serre et al., 2007b), whereas for non-affine varia-
tions such as pose and lighting the brain needs to activate
its top-down information resources at higher areas such
as IT and PFC to yield invariant object representations
(Bullier, 2001; Serre et al., 2005). However, these
hypotheses lack supporting empirical data, which pro-
vided the motivation for the current study.

A set of behavioral studies have addressed the impact
of individual variations on categorization performance.
These include the studies reporting that changes in
objects’ size (Jolicoeur, 1987; Peissig et al., 2006;
Zoccolan et al.,, 2009), position (see (Kravitz et al,
2008) for a review), pose (Edelman, 1995; Troje and
Bulthoff, 1996), and the lighting conditions (Braje et al.,
1998) of the environment exert a considerable influence
on categorization performance (i.e. on both accuracy
and time). However, no conclusions could be made on
the contributions from the feed-forward and/or feedback
mechanisms in these studies, since those studies have
put no constraints on the feed-forward sweep or the feed-
back processing of visual information. To separate the
contribution of the feed-forward/feedback pathways of
information, the backward masking strategy has been fre-
quently used and revealed to be highly effective in block-
ing the influence of feedback resources on categorization
(Pollen, 1999; Lamme and Roelfsema, 2000; Serre et al.,
2007a). A recent study, which investigated the feed-
forward categorization using backward masking, sug-
gested that the impact of variations on categorization is
relative to the level of the applied variation (Ghodrati
et al., 2014). However, since the evaluated variations
were combined in that work, the relative impact of
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individual variations on feed-forward performance
remains unknown. In the current study, we aimed to find
possible differences between the mentioned variations
in feed-forward object categorization to understand
whether there is a potential need for feedback information
when encountering some specific variations rather than
others. To do this, an image set was generated in which
3D object models underwent parametrically controlled
variations in lighting, pose, size and position indepen-
dently from one another. The image set was used in a
behavioral object categorization set-up with a backward
masking protocol. A short stimulus presentation time
was chosen to reduce the probability of the integration
of top-down with the ongoing bottom-up visual informa-
tion, so that the observed results can be associated with
the feed-forward visual mechanisms.

Although useful in the study of human categorization
performance, the behavioral experiments may be
influenced by undesirable effects such as decision-
related cognitive processes and response-related motor
actions inherent in such experiments. To avoid these
effects, we also designed a passive EEG recording
experiment to gain access to the brain correlates for our
behavioral observations. We expected to see
differences between variations, since it was previously
reported that the activity levels of IT neurons in non-
human primates were highly modulated by object
variations (Desimone et al.,, 1984; Booth and Rolls,
1998; Ashbridge et al., 2000; Vogels and Biederman,
2002; Hung et al., 2005; Freiwald and Tsao, 2010), and
that such modulations were simply decodable from
whole-brain MEG/EEG data when objects underwent vari-
ations in position (Carlson et al, 2011; Karimi-
Rouzbahani et al., 2017) and size (Isik et al., 2014;
Karimi-Rouzbahani et al., 2017). Our goal was to reduce
the intervention of the top-down signals from higher visual
areas in categorization. Therefore, contrary to our behav-
ioral experiment, the subjects performed a category-
irrelevant color-matching task while their whole-brain
EEG signals were recorded. We used a shorter stimulus
presentation time compared to previous studies
(Carlson et al., 2011; Isik et al., 2014), to avoid potential
impacts of feedback information from higher visual areas
and to confine the task to feed-forward visual processing.
A new analysis method was proposed in this work, which
used ‘Dunn’ clustering index (Dunn, 1973) to explore the
representational space of the EEG signals. The method
helped in explaining the behavioral observations in time
and space and provided several key advantages to tradi-
tional decoding approaches (Carlson et al., 2011; Hung
et al., 2005; Isik et al., 2014). Isik et al. (2014) compared
the dynamics of the appearance of size- and position-
invariant representations. Results showed that the pro-
cessing of size preceded position in time. Here we argue
that such comparisons could have been biased since no
attempt was made to equalize the separability of size-
and position-affected images in the pixel space, nor was
the potential bias removed from the representational
results in the brain space. To avoid such problems, here
we defined a modulation index to provide an unbiased

comparison between the four different variations in the
representational space.

Finally, a hierarchically organized feed-forward
computational model was used as a ‘proof of existence’
to provide support that a feed-forward structure seems to
be enough to explain the behavioral as well as the EEG
observations. The model was selected based on several
recent studies supporting its brain plausibility from both
the performance as well as the representational aspects
(Khaligh-Razavi and Kriegskorte, 2014; Yamins et al.,
2014; Cadieu et al., 2014).

EXPERIMENTAL PROCEDURES
Stimulus set

An object image set was generated in which 3D object
models underwent variations in size, position, pose and
lighting. The image set included sixteen distinct object
exemplars (freely downloaded from http://tf3dm.com/),
which were categorized into the groups of ‘animals’,
‘cars’, ‘faces’ and ‘planes’ (Fig. 1A). To apply the
parametrically controlled variations, Blender software
was used (https://www.blender.org/). The size, position
and pose of the objects as well as the lighting
conditions of the 3D space were altered in different
conditions. In the size conditions, the objects were
resized so as to cover approximately from 5k to 250 k
pixels in the pixel space in 9 linear steps. This ranged
approximately from 2 to 13.5 degrees of visual angle
when the images were presented on the screen in the
psychophysical and EEG experiments (Fig. 1B, third row
from top). In position conditions, objects were put at
different circular radii from the image center to provide
different levels of eccentricity from the fovea. This led to
9 steps of position conditions ranging from 0.8 to 7.7
degrees of visual angle into the periphery in the
experiments (Fig. 1B, forth row). The variation in pose
was applied by rotating the objects around their X, Y
and Z Cartesian axes simultaneously in steps of 45
degrees. This led to a total of 8 conditions ranging from
0 to 360 degrees of orientation (Fig. 1B, second row).
Size, position and pose conditions shared a default
condition which is shown only once in Fig. 1B,
highlighted by the orange box. However, this condition
(i.e. which shows the objects in 0 pose orientation, 5.8
degrees of size and 0 degree of position eccentricity) is
considered in the evaluation of pose, size and position
conditions. A uniform light source was used in the three
above-mentioned variations which had almost no
influence on the objects as they underwent those
variations. However, the uniform light source was
replaced by a pointing light source in different lighting
conditions and was directed to the objects at the same
distance but from different angles to generate the nine
lighting conditions: top left, top, top right, right, bottom
right, bottom, bottom left, left and front (Fig. 1B, first
row). A unique gray-background, 512-by-512 pixel
image was generated from each object-exemplar-varia
tion-condition making a total of 560 images in the image
set (i.e. 16 exemplars in 35 conditions).
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