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h  i g  h  l  i g  h  t  s

• A  robust  localized  soft  sensor  was  proposed  to  predict  particulate  matter  (PM2.5) in  a subway.
• The  just-in-time  (JIT)  learning-based  methods  outperformed  global  methods  in  predicting  PM2.5.
• An  outlier  detection  step  was  integrated  into  the  local  soft  sensor  to  improve  its  robustness.
• The  prediction  performance  of  JIT-LSSVR  was greatly  improved  in comparison  to that of global  LSSVR.
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a  b  s  t  r  a  c  t

Developing  accurate  soft  sensors  to predict  and  monitor  the indoor  air quality  (IAQ)  of hazardous  pollu-
tants  that  accumulate  in  underground  metro  systems  is  of key importance.  The just-in-time  (JIT) learning
technique  possesses  a local  feature  that  can  track the  variations  in  the  dynamic  process  more  effectively,
which  is  different  from  the  traditional  soft  sensor  modeling  methods,  such  as  partial  least  squares  (PLS),
which  models  the  process  in  an  offline  and global  way.  In  this  study,  a robust  soft  sensor  that  combined  the
JIT learning  technique  with  a least  squares  support  vector  regression  (LSSVR)  method,  named  JIT–LSSVR,
was  derived  in order  to improve  the  prediction  performance  of a PM2.5 soft  sensor  in a subway  station.
Additionally,  in order  to eliminate  the  adverse  effects  caused  by the  outliers  in the  process  variables,  an
outlier detection  step  was  integrated  into  the  JIT–LSSVR  modeling  procedure.  The  performance  evalu-
ation  results  demonstrated  that  the proposed  robust  JIT–LSSVR  soft  sensor  has  the capability  to model
nonlinear  and  dynamic  subway  systems.  The  root  mean  square  error  of  the  JIT–LSSVR  soft  sensor  was
improved  by  55%  in comparison  with  that  of  the  LSSVR  soft  sensor.

©  2015  Elsevier  B.V.  All  rights  reserved.

1. Introduction

Metro systems have been considered to be an important and
popular mode of transportation because they relieve congestion
and provide an efficient solution to the problem of insufficient
public transportation. Given the fact that more than eight million
commuters utilize the Seoul metropolitan subway system daily, the
indoor air quality (IAQ) in metro systems, particularly in under-
ground subway stations, is very important to public health and has
attracted a great deal of public attention [1]. In the case of the Seoul
metropolitan subway system, the Korean Ministry of Environment
has established regulations in order to monitor and control the lev-
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els of several hazardous pollutants, such as carbon monoxide (CO),
carbon dioxide (CO2), nitrogen dioxide (NO2), particulate matters
with diameters less than 10 (PM10) and 2.5 �m (PM2.5), airborne
fungi, and carbonyl compounds. Excessive exposure to these haz-
ardous pollutants, among which particulate matter is thought to be
more toxic than the others, can cause serious health consequences,
such as cardio-respiratory illnesses and mortality [1–6]. In partic-
ular, the concentration of particulate matter, including PM10 and
PM2.5, in underground subway stations is higher than in outdoor
spaces in Seoul [7]. Therefore, developing accurate prediction mod-
els of particulate matter for monitoring the IAQ in subway stations
has become an important issue of public concern.

Several prediction and monitoring techniques have been con-
ducted in order to ensure passengers’ health in metro systems
[8–11]. Kim et al. [8] compared the prediction performances of
PM10 and PM2.5 in a subway station using three data-driven predic-
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Fig. 1. Measuring equipment used for IAQ data collection: (a) mini-volume air sampler and (b) TMS  system.

tion models, in which the recurrent neural networks method was
more appropriate than the multiple linear regression and neural
networks methods. Kim et al. [9] developed a predictive fault diag-
nosis system based on a multi-way principal component analysis in
order to monitor the periodic patterns of the air pollutants in a sub-
way system. Kim et al. [10] proposed season dependent models for
the monitoring and prediction of PM10 and PM2.5 in a subway sta-
tion. The season dependent models utilized the partial least squares
(PLS) modeling method for prediction purposes. In the work of Liu
et al. [11], a recursive partial least squares (RPLS) method, which
is widely used to model dynamic processes, was used in order to
improve the prediction performance of the indoor air quality soft
sensors in an underground subway station.

Soft sensors are a key technique used to estimate reliable prod-
uct quality or other important variables when online analyzers are
not available or encounter failures. These sensors have been widely

used in many process industries [12]. Taking subway systems as an
example, IAQ sensors sometimes exhibit poor quality and low reli-
ability due to the long term usage and the hostile underground
environment. Therefore, some sensors may  experience failures,
including bias, drifting, complete failure, and precision degrada-
tion [13]. In this case, soft sensors are good alternatives to the
faulty real sensors. According to Kadlec et al. [14], data-driven soft
sensors can be categorized into statistical method-based and soft
computing-based sensors. In the last few decades, linear statistical
modeling methods, such as PLS and principle component regres-
sion (PCR), have been extensively used for soft sensors. On the
other hand, nonlinear soft sensors, which can capture the non-
linear characteristics of the process variables, have already been
intensively researched; examples of such soft sensors include the
artificial neural network (ANN) [15], ANN-based PLS or PCR, support
vector machine (SVM) [16], and adaptive neuro-fuzzy inference

Fig. 2. Comparison between the global and local modeling methods.
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