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a b s t r a c t 

Multiple Sclerosis (MS) is an autoimmune disease targeting the central nervous system (CNS) causing de- 

myelination and neurodegeneration leading to accumulation of neurological disability. Here we present a 

minimal, computational model involving the immune system and CNS that generates the principal sub- 

types of the disease observed in patients. The model captures several key features of MS, especially those 

that distinguish the chronic progressive phase from that of the relapse-remitting. In addition, a rare sub- 

type of the disease, progressive relapsing MS naturally emerges from the model. The model posits the 

existence of two key thresholds, one in the immune system and the other in the CNS, that separate dy- 

namically distinct behavior of the model. Exploring the two-dimensional space of these thresholds, we 

obtain multiple phases of disease evolution and these shows greater variation than the clinical classifica- 

tion of MS, thus capturing the heterogeneity that is manifested in patients. 

© 2017 KAUST, BESE, Saudi Arabia. Published by Elsevier Inc. 

This is an open access article under the CC BY-NC-ND license. 

( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 

1. Introduction 1 

Multiple Sclerosis (MS) is an inflammatory, autoimmune disease 

Q3 

2 

targeting the central nervous system (CNS) inducing demyelination, 3 

axonal loss and neurodegeneration [1] . Most patients initially dis- 4 

play a relapsing-remitting disease course (RRMS), with bouts of 5 

attacks followed by a variable degree of recovery of neurological 6 

functions. During this phase, inflammatory lesions occur intermit- 7 

tently as demonstrated by magnetic resonance imaging. With time, 8 

most RRMS patients convert to a (secondary) progressive disease 9 

state (SPMS), characterized by irreversible deterioration of neuro- 10 

logical health and abilities. It has been hypothesized that the tran- 11 

sition from RRMS to SPMS occurs when the extent or nature of 12 

injury reaches a certain threshold [2,3] . In addition, a smaller frac- 13 

tion of patients (10–15%) display a progressive disease course from 14 

onset - primary progressive MS (PPMS) [4] . 15 

Despite plenty of research, there is as yet no convincing expla- 16 

nation for the origins and mechanisms for MS [5] . The common 17 
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classification into the three subtypes (RRMS, SPMS, PPMS) ignores 18 

the immense heterogeneity that exists among patients at the clin- 19 

ical, immunological and histopathological level [6,7] . For example, 20 

while both demyleination and axonal neurodegeneration are com- 21 

monly observed in MS patients, the relationship between the two 22 

processes and their combined effect on disability or disease pro- 23 

gression is not well-understood [3,8] . Given these large variations 24 

in MS characteristics, stitching together different observations and 25 

results to produce a consistent framework describing the disease 26 

has been and remains an elusive goal. Q4 
27 

Here we present a minimal, computational model that repro- 28 

duces the principal types of MS and accounts for several features 29 

of the disease progression. The model is shaped by specific as- 30 

sumptions that are supported by various fragments of evidence 31 

from histop athological and neurological sources. We locate the ori- 32 

gin of the disease in the immune system, in line with the current 33 

understanding [9] . The spatial and temporal scales describing the 34 

processes are macroscopic, representing a coarse-grained behavior 35 

of the system. The perturbations and fluctuations in the model are 36 

represented as stochastic noise. 37 

The model also posits the existence of two independent 38 

thresholds or capacities, one that regulates the immune system 39 
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Fig. 1. Interaction diagram representing the immune system and CNS. The pro (PI) 

and anti-inflammatory (AI) components form a negative feedback loop (AI sup- 

presses PI while increase of PI enhances AI). The two modules are linked by the in- 

filtration of the CNS by PI and causing demyelination and lesions. The self-loops on 

PI and CNS represent the effect of breaching their thresholds, which leads to unreg- 

ulated increase of the inflammatory component and neurodegeneration respectively. 

The notion that pro-inflammatory processes or degenerative processes, can increase 

beyond control of is indicated with a positive feedback loop (self-arrow) at PI and 

CNS respectively. The random perturbation on the pro-inflammatory component is 

represented by an incoming arrow from the node EE (environmental fluctuations). 

dynamics, and the other representing the protective capacity 40 

against neurodegeneration. These induce irreversible transitions in 41 

the progress of the disease. With all other parameters of the model 42 

held fixed, studying the classes of disease trajectories obtained 43 

across the two dimensional space of the thresholds reveals a var- 44 

ied set of ‘phases’. Thus our minimal model is sufficient to capture 45 

the observed heterogeneity of the disease, above and beyond the 46 

standard clinical classification. 47 

2. Model construction 48 

Fig. 1 shows the interaction graph of the model. The im- 49 

mune system components are one of two possible types: pro- 50 

inflammatory (PI) and anti-inflammatory (AI) [10] . Following ear- 51 

lier work [11,12] we assume that there exists a cross-regulatory in- 52 

teraction between the two components setting up oscillations in 53 

their respective numbers. The anti-inflammatory factors suppresses 54 

inflammation while increase of the inflammatory component in 55 

turn strengthens the anti-inflammatory response. The initial dam- 56 

age to the CNS is the demyelination of white matter caused by 57 

inflammatory attacks [13] ; the greater the inflammatory compo- 58 

nent in the immune system, the more their infiltration into the 59 

CNS, and hence, more widespread the demyelination. There is si- 60 

multaneously an internal process within the CNS that repairs the 61 

dama ge and remyelinates the axons [14] . In addition, neurodegen- 62 

eration and neuronal death [8] occurs in the CNS and we model 63 

the combined effect of demyelination and neurodegeneration as 64 

the overall disease pathology. 65 

Apart from the above well-established processes, there are a 66 

couple of additional dynamics that we propose as model hypothe- 67 

ses. First, the immune system is subjected to random noise that 68 

represents (a) the fluctuations of the coarse-grained model and (b) 69 

the perturbations from the interactions with other elements that 70 

do not comprise the core processes of the disease [15] . It is im- 71 

portant to note that, while the actual interactions that produce 72 

the noise are external to the central disease mechanisms, their 73 

combined effect as noise has a very important role in determin- 74 

ing the disease evolution as we will see later on. The second is 75 

a pair of critical events that irreversibly change the interaction 76 

dynamics. The first of these is the collapse of the negative feed- 77 

back loop in the immune system when the inflammatory compo- 78 

nent reaches a certain threshold following which the inflammatory 79 

component increases unremittingly [16,17] . The primary motivation 80 

for introducing this threshold is the observation that the interac- 81 

tions of Fig. 1 implies that the presence (or absence) of oscillations 82 

in the demyelination of the CNS necessarily requires presence (or 83 

absence) of similar oscillations in the immune system, and specif- 84 

ically the PI. This is a very general result and is proved in Supple- 85 

ment Section A. 86 

The second critical event represents the triggering of neurode- 87 

generation in the CNS when axonal demyelination reaches a cer- 88 

tain threshold (see Methods for details). This happens when the 89 

protective capacity of the CNS against neuronal damage from in- 90 

flammatory demyelination is overwhelmed. Once triggered, the 91 

process of neuronal death spreads across the CNS unabated. The 92 

reasoning leading to the hypothesis of a CNS threshold arises from 93 

the fact that while demyelination and CNS lesions are the associ- 94 

ated forms of pathology during the relapsing remitting phase, ax- 95 

onal loss and brain atrophy are the key contributors to the disabil- 96 

ity in the progressive form of MS [18–20] . 97 

The full set of ordinary differential equations that underpin the 98 

model is given in Eqs. (1) –(5) . 99 

dI 

dt 
= −c 1 I 

A − A S 

b 1 + A 

1 [ I C − I] + ξ0 e 
− t−t C 

τ 1 [ I − I C ] + F λ(t) (1) 

100 

dA 

dt 
= c 2 A 

I − I S 
b 2 + I 

1 [ I C − I] (2) 

101 

dZ Demy 

dt 
= c 3 

I − I S 
b 3 + I 

(
Z Tot − Z Demy − Z Dead 

Z Tot 

)
1 [ I − I S ] − κZ Demy (t) 

(3) 
102 

dZ Dead 

dt 
= c 4 

(
Z Tot − Z Dead 

Z Tot 

)
1 [ Z Demy − Z C ] (4) 

103 

Z Path = Z Demy + Z Dead (5) 

Eqs. (1) and ( 2 ) represent the immune system processes. I and A 104 

are the inflammatory and anti-inflammatory components, I S , A S be- 105 

ing their stationary values respectively, c 1 , c 2 kinetic constants. F is 106 

the stochastic noise 107 

F λ(t) = 

∑ 

i 

δ(t − t i ) v i 

characterized by instantaneous stimulus v i that occurs at times 108 

that are Poisson distributed with average rate λ. v ′ 
i 
s are drawn in- 109 

dependently from a uniform distribution U[ −0 . 1 , 0 . 1] . 110 

1 [ x ] is a step function taking 1 when x ≥ 0 and 0 otherwise. 111 

This is used to represent the threshold in the immune system, such 112 

that when I < I C the trajectory around the stable fixed point ( I S , A S ) 113 

is oscillatory. The stochastic term introduces random, uncorrelated 114 

perturbations to the oscillations. If, as a result of such deflections, 115 

I > I C at some point t C , the negative feedback loop is severed and 116 

the increase of I is governed by a factor that exponentially decays 117 

over time and with time-scale τ . We emphasize that the qualita- 118 

tive features of the model would be equally valid with any non- 119 

decreasing function determining the rate of change of I , and this 120 

particular factor was meant to capture the finiteness of inflamma- 121 

tory factors and also the time-span over which the proliferation of 122 

I occurs. The interaction term between the two components that 123 
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