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Let X1, X2, . . . , Xn denote i.i.d. centered standard normal 
random variables, then the law of the sample variance Qn =∑n

i=1(Xi − X)2 is the χ2-distribution with n − 1 degrees of 
freedom. It is an open problem in classical probability to char-
acterize all distributions with this property and in particular, 
whether it characterizes the normal law. In this paper we 
present a solution of the free analogue of this question and 
show that the only distributions, whose free sample variance 
is distributed according to a free χ2-distribution, are the semi-
circle law and more generally so-called odd laws, by which we 
mean laws with vanishing higher order even cumulants. In the 
way of proof we derive an explicit formula for the free cumu-
lants of Qn which shows that indeed the odd cumulants do 
not contribute and which exhibits an interesting connection 
to the concept of R-cyclicity.
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1. Introduction

Many questions in classical statistics involve characterization problems, which usually 
are instances of the following very general question:

Problem 1.1. Let X1, X2, . . . , Xn be independent random variables with common un-
known distribution function F , and T := T (X1, X2, . . . , Xn) a statistic, based on 
X1, X2, . . . , Xn, with distribution function G. Can F be recovered from G?

Problems of this kind are the central leitmotiv of the fundamental work of Kagan, 
Linnik and Rao [17]. In the present paper we solve the free version of the following 
problem, which is still open in classical probability and might be called χ2-conjecture, 
see [17, p. 466]:

Conjecture 1.2. If X1, X2, . . . , Xn are non-degenerate, independently and identically dis-
tributed classical random variables with finite non-zero variance σ2, then a necessary 
and sufficient condition for X1 to be normal is that 

∑n
i=1(Xi −X)2/σ2 be distributed as 

classical chi-square distribution with n − 1 degrees of freedom.

The classical χ2-conjecture was studied previously by several authors. The first result 
is due to Ruben [28], who proved the conjecture under the assumption that either n = 2
or X1 is symmetric. It is not known whether the symmetry hypothesis can be dropped for 
n ≥ 3. In a later paper [29] Ruben used combinatorial tools to show that the symmetry 
condition can be dropped provided the sum of squares of the sample observations about 
the sample mean, divided by σ2, is distributed as chi-square for two distinct sample sizes 
m �= n and m, n ≥ 2. The proof given by Ruben is based on the cumulants of the sample 
variance and is somewhat complicated. Shortly later a simpler and more direct proof 
based on the moments of the sample variance was presented by Bondesson [5].

The original problem was solved recently by Golikova and Kruglov [13] under the 
additional assumption that X1, X2, . . . , Xn are independent infinitely divisible random 
variables.

The following related characterization problem was solved by Kagan and Letac [18]: 
Let X1, X2, . . . , Xn be independent and identically distributed random variables and 
assume that the distribution of the quadratic statistic 

∑n
i=1(Xi−X +ai)2 depends only 

on 
∑n

i=1 a
2
i . Then each Xi have distribution N(0, σ).

In the present paper we answer analogous questions in free probability. Free proba-
bility and free convolution was introduced by Voiculescu in [37] as a tool to study the 
von Neumann algebras of free groups. Free probability is now an established field of 
research with deep connections to combinatorics, random matrix theory, representation 
theory and many analogies to classical probability. Let us restrict our discussion to two 
specific ones, which are relevant to the problems discussed in the present paper. On 
the analytic side the Bercovici–Pata bijection [4] provides a one-to-one correspondence 
between infinitely divisible measures with respect to classical and free convolution. For 
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