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We propose a priori accuracy estimates for low-rank matrix 
approximations that use just a small number of the rows and 
columns. This number is greater than the approximation rank, 
unlike the existing methods of pseudo-skeleton approximation. 
But the estimates are more accurate than previously known 
ones. This paper generalizes the results of [12,13].

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

In the modern computational mathematics, the low-rank approximations of the dense 
matrices built using a small number of their elements play an important role as effective 
algorithms for working with very large dense matrices [1–5] and as a part of so called 
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cross approximation methods of low-parametrical approximations of multidimensional 
data (see, e.g. [6–9]). The availability of reliable a priori accuracy estimates for low-rank 
matrix approximations play a crucial role in the justification of the developed algorithms.

The problem of theoretical justification for such methods becomes significantly more 
complicated while moving from matrices to multidimensional matrices (tensors), i.e. from 
2 to 3 and more dimensions. The known accuracy estimates for the low-parametrical 
approximations of multidimensional data can hardly be considered satisfactory [6–8]. 
One of the major obstacles to improve them are additional factors in the elementwise 
estimates for the low-rank approximation of matrices. As a rule, these factors increase 
with the growth of the approximation rank [12,13].

Consider a matrix A ∈ C
M×N , where A = Z+F with rank Z = r and ‖F‖2 � ε. Let us 

choose m columns C ∈ C
M×m and n rows R ∈ C

n×N in the matrix A. We are interested 
in the accuracy estimates for the best or nearly the best rank r approximations of the 
matrix A by its CGR approximation with some kernel G ∈ C

n×m (see, e.g. [11–13]).
Apparently, the first systematic study of such matrix approximations was conducted 

by Gu, Eisenstat in [10] and Goreinov, Tyrtyshnikov, and Zamarashkin in [11,12]. The 
main difference is that Gu and Eisenstat supposed the use of all matrix elements in 
their algorithm, while Goreinov, Tyrtyshnikov, and Zamarashkin constructed the CGR

approximation assuming available just a small part of matrix elements. They proved the 
possibility of using CGR approximations for the particular case m = n = r and obtained 
several estimates in the spectral matrix norm. In addition, the relation between the 
quasi-optimal pseudo-skeleton approximations and the maximum volume submatrices 
was established. By definition, the volume of a square r × r submatrix Â is V2(Â) =
| det(Â)|.

Developing these ideas Goreinov and Tyrtyshnikov proved the following theorem.

Theorem 1. [13] Consider a matrix A in the block form

A =
[
A11 A12
A21 A22

]
,

where A11 ∈ C
r×r has the maximum volume among all r× r submatrices in A. Then the 

following element wise accuracy estimate holds:

∥∥A22 −A21A
−1
11 A12

∥∥
C
� (r + 1)σr+1 (A) , (1)

where σr+1 (A) is the (r + 1)th singular value of A.

One can easily see that Theorem 1 demonstrates a quasi-optimal accuracy of CGR

approximations. But the presence of the factor r+1 in (1) devalues the result for deriving 
practically useful accuracy estimates for multidimensional arrays: in the d-dimensional 
case a factor like (r + 1)d−1 arises (see, e.g. [7]) and seems to be improved to 
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