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Given an n × n matrix A over a field F and a scalar 
a ∈ F , we consider the linear codes C(A, a) := {B ∈
Fn×n | AB = aBA} of length n2. We call C(A, a) a twisted 
centralizer code. We investigate properties of these codes 
including their dimensions, minimum distances, parity-check 
matrices, syndromes, and automorphism groups. The minimal 
distance of a centralizer code (when a = 1) is at most n, 
however for a �= 0, 1 the minimal distance can be much larger, 
as large as n2.
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1. Introduction

Denote the n × n matrices over a field F by Fn×n. Fix a matrix A ∈ Fn×n and a 
scalar a ∈ F . As we are motivated by applications to coding theory we focus on the case 
where F is a finite field Fq of order q. The centralizer of A, twisted by a, is defined to 
be

C(A, a) := {B ∈ Fn×n | AB = aBA}. (1)

Clearly C(A, a) is an F -linear subspace of the vector space Fn×n. Note that C(A, 0)
is the right-annihilator of A. We shall use the notation C(A) instead of C(A, 1) when 
a = 1, and note that C(A) is simply the centralizer of A. The subspace C(A, a) of 
Fn×n is viewed as code: we view a codeword B ∈ Fn×n as column vector [B] of length 
n2, by reading the matrix B column-by-column. The case a = 1 was considered in 
[1]. In the present paper, we extend and sometimes correct the results of [1]. In par-
ticular the incorrect [1, Theorem 2.4] is corrected and generalized for this larger class 
of codes in [2] (see Theorem 2.3), and we exploit this result in several ways in Sec-
tion 2.2.

Definition 1. For any n ×n matrix A ∈ Fn×n and any scalar a ∈ F , the subspace C(A, a)
formed above is called the centralizer code obtained from A and twisted by a.

In a sense A serves as a parity-check matrix, because B lies in C(A, a) precisely when 
AB − aBA = 0. More concretely, in the following result we show that a certain n2 × n2

matrix H related to A is a parity check matrix in the sense that B ∈ C(A, a) if and only 
if H[B] = 0, where [B] is the n2-dimensional column vector above corresponding to B.

Proposition 1.1. A parity-check matrix for C(A, a) is given by

H = In ⊗A− a(At ⊗ In),

where ⊗ denotes the Kronecker product, and At the transpose of the matrix A.

Proof. This follows from the proof of [10, Theorem 27.5.1, p. 124] with A = A, B = aA, 
C = 0. Also, a direct proof (for row vectors) is given in [2, Lemma 3.2]. �

The following simple observations involving C(A, a) will be used later.

Theorem 1.2. Suppose a, a′ ∈ F and A ∈ Fn×n is a matrix. Then the following are true:

a) A ∈ C(A, a) if and only if a = 1 or A2 = 0.
b) If B ∈ C(A, a) and B′ ∈ C(A, a′) then BB′ and B′B both lie in C(A, aa′).
c) For a �= 0, B ∈ C(A, a) ⇔ A ∈ C(B, a−1).
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