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We investigate the convergence rates of the trajectories generated by implicit first 
and second-order dynamical systems associated to the determination of the zeros 
of the sum of a maximally monotone operator and a monotone and Lipschitz 
continuous one in a real Hilbert space. We show that these trajectories strongly 
converge with exponential rate to a zero of the sum, provided the latter is strongly 
monotone. We derive from here convergence rates for the trajectories generated by 
dynamical systems associated to the minimization of the sum of a proper, convex 
and lower semicontinuous function with a smooth convex one provided the objective 
function fulfills a strong convexity assumption. In the particular case of minimizing 
a smooth and strongly convex function, we prove that its values converge along the 
trajectory to its minimum value with exponential rate, too.
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1. Introduction and preliminaries

The main topic of this paper is the investigation of convergence rates for implicit dynamical systems 
associated with monotone inclusion problems of the form

find x∗ ∈ H such that 0 ∈ Ax∗ + Bx∗, (1)

where H is a real Hilbert space, A : H ⇒ H is a maximally monotone operator, B : H → H is a monotone 
and 1

β -Lipschitz continuous operator for β > 0 and A + B is ρ-strongly monotone for ρ > 0. Dynamical 
systems of implicit type have been already considered in the literature in [1,2,7,9,12,14–17].

We deal in a first instance with the first-order dynamical system with variable relaxation parameters{
ẋ(t) = λ(t)

[
JηA

(
x(t) − ηB(x(t))

)
− x(t)

]
x(0) = x0,

(2)
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where x0 ∈ H, λ : [0, +∞) → [0, ∞) is a Lebesgue measurable function and JηA denotes the resolvent of 
the operator ηA for η > 0.

We notice that Abbas and Attouch considered in [1, Section 5.2] the dynamical system of the same type
{

ẋ(t) + x(t) = proxμΦ
(
x(t) − μB(x(t))

)
x(0) = x0

(3)

in connection to the determination of the zeros of ∂Φ +B, where Φ : H → R ∪{+∞} is a proper, convex and 
lower semicontinuous function, B : H → H is a cocoercive operator, ∂Φ denotes the convex subdifferential 
of Φ and proxμΦ denotes the proximal point operator of μΦ.

Before that, Antipin in [7] and Bolte in [14] studied the convergence of the trajectories generated by
{

ẋ(t) + x(t) = PC

(
x(t) − μ∇g(x(t))

)
x(0) = x0

(4)

to a minimizer of the smooth and convex function g : H → R over the nonempty, convex and closed set 
C ⊆ H, where μ > 0 and PC denotes the projection operator on the set C.

In the second part of the paper we approach the monotone inclusion (1) via the second-order dynamical 
system with variable damping and relaxation parameters

{
ẍ(t) + γ(t)ẋ(t) + λ(t)

[
x(t) − JηA

(
x(t) − ηB(x(t))

)]
= 0

x(0) = u0, ẋ(0) = v0,
(5)

where u0, v0 ∈ H, λ : [0, +∞) → [0, ∞) and γ : [0, +∞) → [0, ∞) are Lebesgue measurable functions, and 
η > 0.

Second-order dynamical systems of the form
{

ẍ(t) + γẋ(t) + x(t) − Tx(t) = 0
x(0) = u0, ẋ(0) = v0,

(6)

for γ > 0 and T : H → H a nonexpansive operator, have been treated by Attouch and Alvarez in [8]
in connection to the problem of approaching the fixed points of T (see also [11] and [3–6,10] for more on 
second-order dynamical systems).

For the minimization of the smooth and convex function g : H → R over the nonempty, convex and 
closed set C ⊆ H, a continuous in time second-order gradient-projection approach has been considered in 
[7,8], having as starting point the dynamical system

{
ẍ(t) + γẋ(t) + x(t) − PC(x(t) − η∇g(x(t))) = 0
x(0) = u0, ẋ(0) = v0,

(7)

with constant damping parameter γ > 0 and constant step size η > 0.
For an exhaustive asymptotic analysis of the first and second-order dynamical systems (2) and (5), in 

case B is cocoercive, we refer the reader to [15] and [17], respectively. According to the above-named works, 
one can expect under mild assumptions on the relaxation and, in the second-order setting, on the damping 
functions, that the generated trajectories converge to a zero of A + B. The main scope of this paper is 
to show that when weakening the assumptions on B to monotonicity and Lipschitz continuity, however, 
provided that A + B is strongly monotone, the trajectories converge strongly to the unique zero of A + B

with an exponential rate. Exponential convergence rates have been obtained also by Antipin in [7] for the 
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