
JID:YJMAA AID:21197 /FLA Doctopic: Miscellaneous [m3L; v1.208; Prn:15/03/2017; 9:36] P.1 (1-25)
J. Math. Anal. Appl. ••• (••••) •••–•••

Contents lists available at ScienceDirect

Journal of Mathematical Analysis and Applications

www.elsevier.com/locate/jmaa

The discrete twofold Ellis–Gohberg inverse problem ✩

S. Ter Horst a, M.A. Kaashoek b,∗, F. van Schagen b

a Department of Mathematics, Unit for BMI, North-West University, Potchefstroom 2531, South Africa
b Department of Mathematics, VU University Amsterdam, De Boelelaan 1081a, 1081 HV Amsterdam, 
The Netherlands

a r t i c l e i n f o a b s t r a c t

Article history:
Received 6 December 2016
Available online xxxx
Submitted by J.A. Ball

Keywords:
Inverse problem
Wiener algebra
Toeplitz operator
Hankel operator
Structured operators
Operator inversion

In this paper a twofold inverse problem for orthogonal matrix functions in the 
Wiener class is considered. The scalar-valued version of this problem was solved by 
Ellis and Gohberg in 1992. Under reasonable conditions, the problem is reduced 
to an invertibility condition on an operator that is defined using the Hankel and 
Toeplitz operators associated to the Wiener class functions that comprise the data 
set of the inverse problem. It is also shown that in this case the solution is unique. 
Special attention is given to the case that the Hankel operator of the solution is a 
strict contraction and the case where the functions are matrix polynomials.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

To state our main problem we need some notation and terminology about Wiener class functions. 
Throughout Wn×m denotes the space of n × m matrix functions with entries in the Wiener algebra on 
the unit circle. Thus a matrix function ϕ belongs to Wn×m if and only if ϕ is continuous on the unit circle 
and its Fourier coefficients . . . ϕ−1, ϕ0, ϕ1, . . . are absolutely summable. We set

Wn×m
+ = {ϕ ∈ Wn×m | ϕj = 0, for j = −1,−2, . . . },

Wn×m
− = {ϕ ∈ Wn×m | ϕj = 0, for j = 1, 2, . . . },

Wn×m
d = {ϕ ∈ Wn×m | ϕj = 0, for j �= 0},

Wn×m
+,0 = {ϕ ∈ Wn×m | ϕj = 0, for j = 0,−1,−2, . . . },

Wn×m
−,0 = {ϕ ∈ Wn×m | ϕj = 0, for j = 0, 1, 2, . . . }.
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Given ϕ ∈ Wn×m the function ϕ∗ is defined by ϕ∗(ζ) = ϕ(ζ)∗ for each ζ ∈ T. Thus the j-th Fourier 
coefficient of ϕ∗ is given by (ϕ∗)j = (ϕ−j)∗. The map ϕ �→ ϕ∗ defines an involution which transforms 
Wn×m into Wm×n, Wn×m

+ into Wm×n
− , Wn×m

−,0 into Wm×n
+,0 , etc.

The data of the inverse problem we shall be dealing with consist of four functions, namely

α ∈ Wp×p
+ , β ∈ Wp×q

+ , γ ∈ Wq×p
− , δ ∈ Wq×q

− , (1.1)

and we are interested in finding g ∈ Wp×q
+ such that

α + gγ − ep ∈ Wp×p
−,0 and g∗α + γ ∈ Wq×p

+,0 ; (1.2)

δ + g∗β − eq ∈ Wq×q
+,0 and gδ + β ∈ Wp×q

−,0 . (1.3)

Here ep and eq denote the functions identically equal to the identity matrices Ip and Iq, respectively. If g
has these properties, we refer to g as a solution to the twofold EG inverse problem associated with the data 
set {α, β, γ, δ}. If a solution exists, then we know from Theorem 1.2 in [10] that necessarily the following 
identities hold:

α∗α− γ∗γ = a0, δ∗δ − β∗β = d0, α∗β = γ∗δ. (1.4)

Here a0 and d0 are the zero-th Fourier coefficient of α and δ, respectively, and we identify the matrices with 
a0 and d0 with the matrix functions on T that are identically equal to a0 and d0, respectively. Our main 
problem is to find additional conditions that guarantee the existence of a solution and to obtain explicit 
formulas for a solution.

The EG inverse problem related to (1.2) only and using α and γ only has been treated in [11]. Here we 
deal with the inverse problem (1.2) and (1.3) together, and for that reason we refer to the problem as a 
twofold EG inverse problem. The acronym EG stands for R. Ellis and I. Gohberg, the authors of [1], where 
the inverse problem is solved for the scalar case, see [1, Section 4].

Given a data set {α, β, γ, δ} and assuming both matrices a0 and d0 are invertible, our main theorem 
(Theorem 4.1) gives necessary and sufficient conditions in order that the twofold EG inverse problem 
associated with the given data set has a solution. Furthermore, we show that the solution is unique and we 
give an explicit formula for the solution in terms of the given data. The results obtained can be seen as an 
addition to Chapter 11 in the Ellis and Gohberg book [2]. For some more insight in the role of the matrices 
a0 and d0 in (1.4) we refer to Appendix A.

To understand better the origin of the problem and to prove our main results we shall restate the twofold 
EG inverse problem as an operator problem. This requires some further notation and terminology. For any 
positive integer n we denote by �2+(Cn) and �2−(Cn) the Hilbert spaces

�2+(Cn) =
{⎡
⎢⎢⎣
x0
x1
x2
...

⎤
⎥⎥⎦ |

∞∑
j=0

‖xj‖2 < ∞
}
, �2−(Cn) =

{⎡
⎢⎢⎣

...
x−2
x−1
x0

⎤
⎥⎥⎦ |

∞∑
j=0

‖x−j‖2 < ∞
}
. (1.5)

We shall also need the corresponding �1-spaces which appear when the superscripts 2 in (1.5) are replaced 
by 1. Since an absolutely summable sequence is square summable, �1±(Cn) ⊂ �2±(Cn). In the sequel the one 
column matrices of the type appearing in (1.5) will be denoted by

[x0 x1 x2 · · · ]� and [ · · · x−2 x−1 x0 ]�, respectively,

with the 	-superscript indicating the block transpose. We will also use this notation when the entries are 
matrices. Finally, let h and k be the linear maps defined by
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