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We develop a class of n-point iterative methods with optimal 2n order of convergence 
for solving nonlinear equations. Newton’s second order and Ostrowski’s fourth order 
methods are special cases corresponding to n = 1 and n = 2. Eighth and sixteenth 
order methods that correspond to n = 3 and n = 4 of the class are special cases 
of the eighth and sixteenth order methods proposed by Sharma et al. [25]. The 
methodology is based on employing the previously obtained (n − 1)-step scheme 
and modifying the n-th step by using rational Hermite interpolation. Unlike that 
of existing higher order techniques the proposed technique is attractive since it 
leads to a simple implementation. Local convergence analysis is provided to show 
that the iterations are locally well defined and convergent. Theoretical results are 
verified through numerical experimentations. The performance is also compared 
with already established methods in literature. It is observed that new algorithms 
are more accurate than existing counterparts and very effective in high precision 
computations.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Multipoint iterative methods for solving nonlinear equation f(x) = 0, were initially studied in Ostrowski’s 
book [19] and then they appeared extensively in Traub’s book [29] and in recently published book by Petković 
et al. [21]. These methods are of great practical importance since they overcome the theoretical limits of 
one-point iterative methods regarding the computational order and efficiency. The multipoint methods were 
mainly introduced with the objective to achieve as high as possible order of convergence using a fixed 
number of function evaluations, which is closely connected to the optimal order of convergence in the sense 
of the Kung–Traub hypothesis. Kung and Traub [15] conjectured that multipoint methods without memory 
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based on n + 1 function evaluations have the order of convergence at most 2n. Multipoint methods with 
this property are called optimal methods.

The construction of multipoint iterative methods is mainly done by following two techniques, one is 
by using the weight functions and the second is by interpolation. The application of rational Hermite 
interpolation has been investigated by a number of authors including Ostrowski [19], Traub [29], Jarratt 
and Nudds [11] and Tornheim [28]. In particular, Ostrowski proposed a two-point method of optimal fourth 
order in which a rational function of order [1/1], i.e. a linear fraction

y(x) = (x− xi) + a

b(x− xi) + c
, (1)

is fitted at three points, two of which are coincident. Thus, a step in the iteration consists of matching f
and y at two points xi and wi, where wi = xi−f(xi)/f ′(xi) is the Newton’s point, and f ′ and y′ at xi only. 
The next approximation being given by zero of iteration function (1). In this way the following iterative 
method was obtained {

wi = xi − f(xi)
f ′(xi) ,

xi+1 = xi − f(wi)−f(xi)
f(wi)f ′(xi)−f(xi)f [xi,wi]f(xi), i = 0, 1, 2, . . .

(2)

where x0 is an initial approximation closer to a root (say, x∗) and f [·, ·] is first order divided difference. 
The error equation of this method is given as

ei+1 = A2(A2
2 −A3)e4

i + O(e5
i ), (3)

wherein ei = xi − x∗ and Ak = (1/k!)f (k)(x∗)/f ′(x∗), k = 2, 3.
In recent years, based on Ostrowski or Ostrowski-like optimal two-point fourth order methods many 

researchers have developed multipoint methods of optimal higher order of convergence using various tech-
niques (see [3–7,9,10,13,14,16–18,20,23–27,30,31]). A more extensive list of references as well as a survey on 
progress made on the class of multipoint methods may be found in the recent book by Petković et al. [21].

Motivated by optimization considerations, here we derive a simple yet efficient class of n-point methods 
possessing optimal convergence order 2n. The procedure is based on the simple application of rational 
approximants of different order at each step. Well-known classical Newton’s and Ostrowski’s methods are 
special cases of the class corresponding to n = 1 and n = 2. Eighth order and sixteenth order methods which 
correspond to n = 3 and n = 4 of the class are special cases of the eighth and sixteenth order methods 
proposed by Sharma et al. [25]. Analysis of the three-point eighth order and four-point sixteenth order 
methods finally pave the way for introducing the general n-point family. Numerical examples are considered 
to check the performance of new algorithms and to verify the theoretical results. Computational results 
including the elapsed CPU-time, confirm the efficient and robust character of the algorithms.

The rest of the paper is organized as follows. In Section 2, the three-point eighth order and four-point 
sixteenth order methods are presented and their convergence is discussed. The general n-point family is 
introduced in Section 3. Local convergence analysis of the general family is presented in Section 4. In 
Section 5, some numerical examples are considered to verify the theoretical results and to compare the 
performance of proposed schemes with some existing optimal methods. Concluding remarks are given in 
Section 6.

2. Optimal eighth and sixteenth order methods

In what follows, we will present the methods of optimal eighth and sixteenth order of convergence. The 
methodologies are based on Ostrowski’s method (2) and further developed by using rational approximants 
of order [1/(n − 1)], n = 3, 4.
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