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a b s t r a c t 

In this paper, we develop a class of third order methods which is a generalization of the 

existing ones and a method of fourth order method, then introduce a technique that im- 

proves the order of convergence of any given iterative method for solving systems of non- 

linear equations. Based on a given iterative method of order p ≥ 2 which uses the extended 

Newton iteration as a predictor, a new method of order p + 2 is proposed with only one 

additional evaluation of the function. Moreover, if the given iterative method of order p 

≥ 3 uses the Newton iteration as a predictor, then a new method of order p + 3 can be 

developed. Applying this procedure, we obtain some new methods with higher order of 

convergence. Moreover, computational efficiency is analyzed and comparisons are made 

between these new methods and the ones from which have been derived. Finally, several 

numerical tests are performed to show the asymptotic behaviors which confirm the theo- 

retical results. 

© 2017 Elsevier Inc. All rights reserved. 

1. Introduction 

Solving systems of nonlinear equations is an important problem in numerical analysis and engineering. For a given non- 

linear system F ( x ): D ⊆R n → R n , we are going to find a vector α = (α1 , α2 , · · · , αn ) 
t such that F (α) = 0 , where 

F (x ) = ( f 1 (x ) , f 2 (x ) , . . . , f n (x )) t , and x = (x (1) , x (2) , . . . , x (n ) ) 
t . 

As we all know, the most widely used algorithm to tackle this problem is the quadratically convergent Newton’s method 

[19] . 

To accelerate the order of convergence of the existing iterative methods, a number of robust and efficient methods have 

been introduced in open literatures. For example, Cordero and Torregrosa [5,6] , Frontini and Sormani [10] , Grau-Sánchez 

et al. [11] , Homeier [13,14] , Noor and Waseem [17] have proposed third order methods each requiring the evaluations of 

two matrix inversions per iteration. Darvishi and Barati [8] have developed a third order method requiring the evaluations 

of two functions, one first derivative, and one matrix inversion. Cordero et al. [4] have introduced a fourth order method 

requiring the evaluations of two functions, two first derivatives, and one matrix inversion. Cordero et al. [3] have also imple- 

mented the fourth order Jarratt’s method [15] for scalar equations to nonlinear systems, which requires one function, two 

first derivatives, and two matrix inversions. Darvishi and Barati [8] have proposed a fourth order method which uses two 

functions, three first derivatives, and two matrix inversions. Grau-Sánchez et al. [11] have introduced a fourth order method 
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which requires three functions, one first derivative, and one matrix inversion. Grau-Sánchez et al. [12] have also generalized 

the fourth Ostrowski’s [18] method to systems of nonlinear equations requiring two functions, one first derivative, one di- 

vided difference and two matrix inversions per iteration. Sharma and Gupta [23] have extended the third Homeier’s method 

[13] to be a fifth order method which uses two functions, two first derivatives, and two matrix inversions [1,7,21,22] . 

However, construction of higher order iterative methods should be based on low computational cost. Generally, the 

golden rule is to achieve as high as possible convergence order requiring as small as possible the evaluations of functions, 

derivatives and matrix inversions. Recently, some researchers focus on establishing a general law to accelerate the conver- 

gence for all the iterative methods which use the Newton iteration as a predictor. For the unidimensional case, Kou et al. 

[16] improved a third order method to be fifth order by the procedure 

x k +1 = u k +1 − f (u k +1 ) / f ′ (y k ) , 

where y k = x k − f (x k ) / f ′ (x k ) , and u k +1 = g 3 (x k ) is the iteration function of a third order method. Cordero et al. [2] extended 

it to multidimensional case. They introduced a technique by which the order of convergence p of any given iterative method 

can be improved to p + 2 by the construction 

z k = φ(x k , y k ) , 

x k +1 = z k − F ′ (y k ) 
−1 F (z k ) , (1.1) 

where F ′ (x ) −1 is the inverse of first Fréchet derivative F ′ ( x ) of the function F ( x ), y k = x k − F ′ (x k ) 
−1 F (x k ) is the classic Newton 

iteration, and z k = φ(x k , y k ) is the iteration function of a method of order p , which uses F ′ ( y k ) in its iteration function. 

Applying this procedure, Cordero et al. [2] developed the following fifth order method extended from Frontini and Sormani 

[9] : 

z k = x k − 2[ F ′ (y k ) + F ′ (x k )] −1 F (x k ) , 

x k +1 = z k − F ′ (y k ) 
−1 F (z k ) . (1.2) 

Notice that the technique (1.1) is applicable only when Newton iteration is used as a predictor, however, there are a number 

of iterative constructions which use the extended Newton iteration as a predictor. For example, Homeier [13] proposed a 

third order method defined by 

y k = x k −
1 

2 

F ′ (x k ) 
−1 F (x k ) , 

z k = x k − F ′ (y k ) 
−1 F (x k ) . (1.3) 

Sharma and Gupta [23] extended it to be a fifth order method by the construction 

x k +1 = z k − [2 F ′ (y k ) 
−1 − F ′ (x k ) 

−1 ] F (z k ) . (1.4) 

where y k and z k are defined in (1.3) . When the extended Newton iteration is used as a predictor, a technique to accelerate 

the convergence is introduced in [24] 

y k = x k − aF ′ (x k ) 
−1 F (x k ) , 

z k = φ(x k , y k ) , 

x k +1 = z k −
{

2 

[ 
1 

2 a 
F ′ (y k ) + 

(
1 − 1 

2 a 

)
F ′ (x k ) 

] −1 

− F ′ (x k ) 
−1 

}
F (z k ) , (1.5) 

by which the order of convergence of any given iterative method can be improved from p to p + 2 . Next, we are going to 

consider other techniques to accelerate the order of convergence. 

The paper is organized as follows. In Section 2 , we propose a class of third order methods which is a generalization 

of the existing ones and a method of fourth order method, and then a technique is introduced for improving the order 

of convergence of any given iterative method, which uses the extended Newton iteration as a predictor, from p to p + 2 

or p + 3 , with only one additional evaluation of the function. Some higher order methods are developed by applying this 

technique, computational efficiency is discussed and comparisons are made in Section 3 . Several numerical examples are 

given in Section 4 to show the asymptotic behaviors of these methods. Finally, conclusions are made in Section 5 . 

2. Main result 

Through careful observation of (1.2) and (1.3) , we boldly introduce the following construction: 

y k = x k − aF ′ (x k ) 
−1 F (x k ) , 

x k +1 = x k −
{ [

bF ′ (y k ) + cF ′ (x k ) 
]−1 + dF ′ (x k ) 

−1 
} 

F (x k ) , (2.1) 

where the constants a � = 0 and b , c , d are to be specified later. Thus the third order method by Frontini and Sormani [9] is 

the special case of a = 1 , b = c = 1 / 2 and d = 0 . The method by Homeier [13] given by (1.3) is the special case of a = 1 / 2 , 

b = 1 and c = d = 0 . 
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