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a b s t r a c t

In this paper three formulas for recovering the conditional mean and conditional variance
based on product moments are proposed. The upper bounds for the uniform rate of
approximations of regression and derivatives of some moment-determinate function are
derived. Two cases where the support of underlying functions is bounded and unbounded
from above are studied. Based on the proposed approximations, novel nonparametric
estimates of the distribution function and its density in multiplicative-censoring model
are constructed. Simulation study justifies the consistency of the estimates.
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1. Introduction

In many statistical problems the goal is to express the response Y variable as a function of the predictive variable X , i.e.,
Y = r(X). Suppose instead of observing the variables (X, Y ), we only have information about the averages/moments of the
form: m(k, j) = E(Y kX j), with k = 0, 1, 2 and j = 0, 1, . . . , α. The objective of this paper is to recover regression function
r(x) = E(Y |X = x) and conditional variance σ 2(x) = Var(Y |X = x) given the information contained in the sequence of
product moments m(k, j), k = 0, 1, 2 and j = 0, 1, . . . , α. Also we address the problem of recovering the derivative of
a density function of some random variable, say Y ∼ g , given only its moments E(Y j) for j = 0, 1, . . . , α. Application in
the multiplicative-censoring model is outlined as well. In particular, we derived the consistent nonparametric estimates of
associated distribution and its density function.

In this paper it is assumed that the regression function that is defined on the positive half line is moment-determinate
(M-determinate). The conditions under which a function is M-determinate or M-indeterminate is a classical mathematical
problem and has been studied in many works, see, for example, [1–4] among others. Besides, there are several techniques
that provide the reconstruction of probability density function from the sequence of its moments. Let us mention here only
three of them. The maximum entropy method was used in [5–7,4], to reconstruct the unknown density from its moments.
The article [8] showed that under certain conditions the density function can be approximated by fd(x) = ψ(x)

d
ℓ=0 ξℓ xℓ.

Hereψ(x) is the initial density approximation of f (x), the ξi’s are determined by equating the first dmoments obtained from
fd(x) to those of X , i.e. via

ξ0
ξ1
...
ξd

 =

m(0) m(1) · · · m(d)
m(1) m(2) · · · m(d + 1)
· · · · · · · · · · · ·

m(d) m(d + 1) · · · m(2d)


−1


1
µX (1)
...

µX (d)

 .
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In the previous equation µX (j) = E(X j) and m(j) =
 b
a xjψ(x)dx.

In the framework of moment problems (Hausdorff, Stieltjes and Hamburger), (see [9–12]) a method for recovering the
distribution function (df) as well as corresponding density is proposed. These reconstructions are based on the sequence of
φ-transformed moments {mφ(j)}αj=0 of F up to some order α.

The approximated df and density can be written in a unified form: for each α ∈ N, Fα,φ := K −1
α mφ and fα,φ := B−1

α mφ

where


K −1
α mφ


(x) =

[αφ(x)]
k=0

α
j=k


α

j


j
k


(−1)j−kmφ(j) (1)

and


B−1
α mφ


(x) =

Γ (α + 2)|φ′(x)|
Γ ([αφ(x)] + 1)

α−[αφ(x)]
j=0

(−1)jmφ(j + [αφ(x)])
j!(α − [αφ(x)] − j)!

, x ∈ S. (2)

Here, mφ(j) =

S[φ(t)]

jdF(t), for j = 0, 1, . . . , α, and S := supp{F} is a support of F . It is assumed that the map
φ : S → [0, 1] is specified according to the form of S. For example, φ(x) = x/T , if S = [0, T ], and φ(x) = b−x if S = R+, for
some 0 < T < ∞ and b > 1. The recovered constructions Fα,φ and fα,φ provide stable approximates of F and f , respectively
(see [12]).

It isworthmentioning that the first twomethodswere applied only for reconstruction of a density f while the last one can
be used for recovering arbitraryM-determinate function (e.g., the derivative) as well (see [12] and Example 5 in Section 3).
This fact enables us to apply the construction (2) to approximate the regression function, the conditional variance as well
as the derivative function.

Under very smooth conditions on underlying regression function r , [13] approximated the conditional expectation
E(Y |X = x) using the sequence of moments m(1, j) for j = 0, 1, . . . , 2n. Namely, when the support of r is finite, say
[0,1], the following approximation was introduced:

rn(x) =
1

f (x)

2n
j=0

ν[n(Mn+x)/Mn],j
nj+1

M j+1
n

m(1, j), 0 ≤ x ≤ 1. (3)

Here νi,j is the (i, j)th entry of the inverted Vandermonde matrix V (−n, −n + 1, . . . , n) [14], f (x) = F ′(x) is the marginal
density of X and Mn is a sequence of positive real numbers such that Mn/n → 0 as n → ∞. The author showed that the
reconstruction of r(x) based on (3) provides an improved approximation if compared to normal approximation.

The article is organized as follows. In Section 2 two cases of recovering regression function are investigated: (a) the
distribution of a predictive variable X is known and (b) the distribution of X is unknown. In Section 3 approximation of the
derivative function g ′ for some continuous density function g is provided utilizing the proposed construction. The upper
bounds for the uniform rate of convergence for the approximated regression and the derivative functions are derived
and asymptotic behavior of the distances between the approximated and the true regression functions is investigated.
Furthermore, in Section 3 we address the problem of estimating the distribution function F and corresponding density f
in the framework of multiplicative-censoring model. In Sections 2 and 3 the simulation study and a comparison with other
constructions are conducted. Graphical illustrations and tables with the values of errors of recovered functions are provided.
The mean squared error and integrated mean squared error of associated nonparametric estimators will be the subject of
investigation in a separate work.

2. Approximations of r(x)

2.1. Distribution of X is known

In this subsection we will approximate regression function r(x) when the distribution of X is known. In addition, we
assume that the distribution function F of X possesses a finite support, i.e., supp{F} = [0, T ]; 0 < T < ∞. For the sake of
simplicity we assume T = 1. Two cases are considered in this subsection: (1) X follows the uniform distribution on (0,1),
i.e., X ∼ U(0, 1) (see Example 1), and (2) X ∼ Beta(a, b)with known parameters a and b (see Example 2). The density of X
is denoted by β(x, a, b) =

1
B(a,b) x

a(1 − x)b−1 for x ∈ (0, 1), a > 0, b > 0. Here B(a, b) is the classical Euler-beta function.

2.1.1. Model 1: X ∼ U(0, 1)
Let us assume X ∼ U(0, 1) with some joint probability density function of (X, Y ) denoted by h : [0, 1]2 → R+. Denote

mk = {m(k, j), j = 0, 1, . . . , α} where k = 0, 1, 2, and

m(k, j) = E(Y kX j) =

 1

0

 1

0
ykxjh(y, x) dy dx.
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