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Abstract

This work is devoted to designing a unified alternating update method for solving a class of structured
low rank approximations under the convex and unitarily invariant norm. By the aid of the variational
inequality and monotone operator, the proposed method is proved to converge to the solution point of
an equivalent variational inequality with a worst-case O(1/t) convergence rate in a nonergodic sense.
We also analyze that the involved subproblems under the Frobenius norm are respectively equivalent to
the structured least-squares problem and low rank least-squares problem, where the explicit solutions
to some special cases are derived. In order to investigate the efficiency of the proposed method, several
examples in system identification are tested to validate that the proposed method can outperform some
state-of-the-art methods.
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1 Introduction

Thought this paper, let Rm×n be the set of m×n real matrices and V
n×n be the set of all unitary matrices

in R
n×n. The notations rank(Y ) and yij denote the rank and ij-th entry of matrix Y, respectively. The

symbols 0 and I stand for the zero matrix and identity matrix with proper dimensions, respectively.
Denoted by ‖ · ‖P be some convex and unitarily invariant norms. Then, by the following two well-known
definitions, it is easy to verify that the Frobenius norm ‖ · ‖F , the Spectral norm ‖ · ‖2(the maximum of
its singular values) and the Nuclear norm ‖ · ‖∗(the sum of its singular values) are convex and unitarily
invariant, because any unitary transformation can not change the singular values of a matrix.

Definition 1.1 A matrix norm ‖ · ‖ is unitarily invariant in R
m×n if ‖QXN‖ = ‖X‖ for any Q ∈

V
m×m, N ∈ V

n×n, X ∈ R
m×n.

Definition 1.2 A matrix norm ‖ · ‖ is convex in R
m×n if

‖λX + (1− λ)Y ‖ ≤ λ‖X‖+ (1− λ)‖Y ‖
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