
JID:APNUM AID:3171 /FLA [m3G; v1.204; Prn:2/03/2017; 16:26] P.1 (1-8)

Applied Numerical Mathematics ••• (••••) •••–•••

Contents lists available at ScienceDirect

Applied Numerical Mathematics

www.elsevier.com/locate/apnum

Some error bounds for Gauss–Jacobi quadrature rules

Woula Themistoclakis

C.N.R. National Research Council of Italy, Istituto per le Applicazioni del Calcolo “Mauro Picone”, via P. Castellino, 111, 80131 Napoli, Italy

a r t i c l e i n f o a b s t r a c t

Article history:
Available online xxxx

Keywords:
Gauss–Jacobi quadrature
Error estimate
Weighted-L1 polynomial approximation
Besov spaces
Weighted ϕ-modulus of smoothness
Bounded variation
De la Vallée Poussin means

We estimate the error of Gauss–Jacobi quadrature rule applied to a function f , which is 
supposed locally absolutely continuous in some Besov type spaces, or of bounded variation 
on [−1, 1]. In the first case the error bound concerns the weighted main part ϕ-modulus 
of smoothness of f introduced by Z. Ditzian and V. Totik, while in the second case we deal 
with a Stieltjes integral with respect to f . The stated estimates generalize several error 
bounds from literature and, in both the cases, they assure the same convergence rate of 
the error of best polynomial approximation in weighted L1 space.

© 2017 IMACS. Published by Elsevier B.V. All rights reserved.

1. Introduction

Gauss–Jacobi quadrature rules have been extensively studied in literature (see e.g. [1,4,10,14] and the references therein). 
For a given n ∈N, they provide the following approximation

1∫
−1

f (x)u(x)dx ≈
n∑

k=1

λk f (xk),

where u(x) = vα,β(x) := (1 − x)α(1 + x)β , α, β > −1, is a given Jacobi weight, pn(u, x) is the associated orthonormal Jacobi 
polynomial of degree n and positive leading coefficient,

λk :=
⎡
⎣n−1∑

j=0

p j(u, xk)
2

⎤
⎦

−1

, k = 1, . . . ,n,

are the well-known Christoffel numbers, and x1 < x2 < . . . < xn are the zeros of pn(u, x). We assume that f ∈ L1
u := { f :

‖ f u‖1 := ∫ 1
−1 | f (x)|u(x)dx < ∞} is defined at these nodes and locally bounded in [−1, 1] (i.e. bounded in each [a, b] ⊆

(−1, 1)).
Set

Rn( f )u :=
∣∣∣∣∣∣

1∫
−1

f (x)u(x)dx −
n∑

k=1

λk f (xk)

∣∣∣∣∣∣ ,
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and denote by Pn the set of all polynomials of degree at most n. It is well known that

Rn( f )u = 0, ∀ f ∈ P2n−1, (1)

while, in the general case, Rn( f )u → 0 as n → ∞ and the rate of convergence depends on the smoothness properties of f . 
Regarding this, various error estimates have been proved by several authors under different smoothness assumptions of the 
integrand function (see e.g. [5,6,9,12,15–18,25,31]).

In particular, for the non-weighted case (i.e. u(x) = 1), De Vore and Scott [5] proved that if for some integer s ≤ 2n we 
have ‖ f (s)ϕs‖1 < ∞, being here and in the following ϕ(x) := √

1 − x2, then we have

Rn( f ) ≤ Cs

ns
‖ f (s)ϕs‖1, (2)

where Rn( f ) denotes the quadrature error when u = 1 and Cs is a positive constant depending on s, but independent of f
and n.

Later on, Ditzian and Totik [7, Section 7.4] combined their results with (2) and stated an error bound based on special 
moduli of smoothness rather than on the derivatives of f . More precisely, they proved that

Rn( f ) ≤ Mr

n

1
n∫

0

ωr
ϕ( f , t)

t2
dt, n > r, (3)

holds for all f ∈ L1, where Mr > 0 is independent of n and f , and

ωr
ϕ( f , t) := sup

0<h≤t
‖�r

hϕ f ‖1,

being �r
hϕ f the central rth difference of f of variable step size hϕ(x).

Inspired by Ditzian–Totik results, in Section 2 (Theorem 1) we state the following estimate

Rn( f )u ≤ C
n

1
n∫

0

�r
ϕ( f , t)u

t2
dt, n > r, C �= C(n, f ), (4)

where [7, eq. (8.1.2)]

�r
ϕ( f , t)u := sup

0<h≤t
‖(�r

hϕ f )u‖L1[−1+2r2h2,1−2r2h2],

throughout the paper C denotes a positive constant which can take different values in different formulas, and C �= C(n, f )
means that C does not depend on n and f .

Comparing with (3), we observe that (4) concerns the more general weighted case and, instead of the complete modulus 
ωr

ϕ , it regards the so-called main part modulus �r
ϕ . We recall that, in the weighted case, ωr

ϕ( f , t)u is defined only for 
Jacobi weights u = vα,β with α, β ≥ 0 (see [7, Remark 6.1.2]), while in (4) �r

ϕ( f , t)u results defined without any restriction 
on u ∈ L1 and it is often easier to compute, since it does not take into account of the function values close to the extremes 
±1 (see [7, Section 8.5] for some examples and calculations).

Moreover, the complete and main part moduli are related by [7, Theorem 6.2.2]

C−1�r
ϕ( f , t)u ≤ ωr

ϕ( f , t)u ≤ C
t∫

0

�r
ϕ( f , τ )u

τ
dτ , C �= C( f , t),

and they both well characterize the rate of convergence to zero of the error of best polynomial approximation

En( f )u := inf
P∈Pn

‖( f − P )u‖1, (5)

in terms of the smoothness of f . In particular, we have [7, Corollary 8.2.2]

En( f )u = O(n−a) ⇐⇒ �r
ϕ( f , t)u = O(ta), r > a > 0. (6)

Hence, from (4) we deduce that if En( f )u =O(n−a) holds for any a > 1, then Rn( f )u =O(n−a) holds too.
Indeed this result was already known in Sobolev spaces

W s
u = { f ∈ L1

u : ‖ f (s)ϕsu‖1 < ∞}, s ∈N, (7)

where En( f )u = O(n−s) holds [23] and Rn( f )u = O(n−s) follows from the weighted version of (2) (namely (16), which we 
deduced from (4), but it was already proved [19, Th. 5.1.8]).
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