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In this paper, we make a study on the inversion of probability tomography (IPT) with gravity gradiometry data at
first. The space resolution of the results is improved by multi-tensor joint inversion, depth weighting matrix and
the other methods. Aiming at solving the problems brought by the big data in the exploration, we present the par-
allel algorithm and the performance analysis combining Compute Unified Device Architecture (CUDA) with Open
Multi-Processing (OpenMP) based on Graphics Processing Unit (GPU) accelerating. In the test of the synthetic
model and real data from Vinton Dome, we get the improved results. It is also proved that the improved inversion
algorithm is effective and feasible. The performance of parallel algorithmwe designed is better than the other ones
with CUDA. The maximum speedup could be more than 200. In the performance analysis, multi-GPU speedup and
multi-GPU efficiency are applied to analyze the scalability of the multi-GPU programs. The designed parallel
algorithm is demonstrated to be able to process larger scale of data and the new analysis method is practical.
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1. Introduction

The method of probability tomography is first proposed by Patella
and applied for the self-potential data (Patella, 1997a, 1997b). Then
it is extended by many scholars and used for geo-electric, geo-
electromagnetic and resistivity anomaly data (Mauriello et al., 1998;
Mauriello and Patella, 1999a, 1999b), also for gravity, magnetic, and
their vertical gradient data (Mauriello and Patella, 2001a, 2001b, 2005,
2008; Guo et al., 2011a, 2011b). Meng et al. (2012) and Liu et al.
(2014) implemented IPT, a kind of fast inversion, with magnetic and
gravity anomaly, and the good results are obtained.

However, the amount of data increases significantly in geophysical
explorations at present. The increasing amount of data brings some
computing problems for data processing and interpretation. Even
the fast algorithm, such as the IPT, could not finish the calculations
in short time. The large scale of data could also consume too much
memory. That forces geo-explorers to combine new techniques to pro-
cess big geophysical data. Some scholars have considered the parallel
computing methods and implemented for the forward modeling
(Commer, 2011;Moorkamp et al., 2011; Roberts et al., 2016). Computed
Unified Device Architecture (CUDA) is a parallel computing platform
and programming model presented by Nvidia, specially designed for
GPUs of Nvidia. CUDA has been applied for geophysical explorations
in recent years. Moorkamp et al. (2010) presented an effective parallel

approach with CUDA for forward modeling of scalar and tensor gravity.
Chen et al. (2012a, 2012b) used CUDA for the forwarding, inversion and
probability tomography with gravity and gradiometry data. Liu et al.
(2012) implemented IPT with three dimensional magnetic data. The
parallel algorithmof reweighted focusing inversion is also implemented
with CUDA by Hou et al. (2015). When the algorithm is based on the
data parallel model, CUDA could improve its efficiency significantly. It
is often used with single GPU, but the memory of single GPU is not
enough to deal with large scale of data. The research and application
of parallel inversion algorithms with multiple GPUs are very important
for successfully developing of fast processing bigger data in the future.
Martin et al. (2013) have implemented 3-D gravity inversion with
GPU cluster, a significant acceleration was achieved. Čuma and
Zhdanov (2014) have made a research of massively parallel inversion
on GPUs. The hybrid parallel algorithm with multiple GPUs for the
inversion, aiming at the gravity gradiometry data, is designed by Hou
et al. (2016a), getting the expected accelerating effect.

According to the research of Hou (2016), the improved IPT with
multiple gravity gradiometry tensors is described in this paper. It is
proved by the synthetic model and real data tests that the improved
algorithm has a higher space resolution than the original one. CUDA
and Open Multi-Processing (OpenMP) are combined to be a hybrid
parallel algorithm based on OpenMP and CUDA (OpenMP-CUDA
algorithm), which could schedule multiple GPUs for inversion more
efficiently. In the performance analysis, it is demonstrated that the par-
allel algorithm has a high speedup. Compared with the algorithm with
single GPU, with multiple GPUs only using CUDA (CUDA algorithm) or
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combined with Message Passing Interface (MPI) (MPI-CUDA algo-
rithm), the performance of OpenMP-CUDA algorithm is better than
them in varying degrees. Somemetrics are used to judge the scalability
of the multi-GPU program. It is confirmed that the parallel algorithm in
this paper has the ability of processing big data.

2. Theory of improved IPT and data test

2.1. Inversion theory

We set the study area to the Cartesian coordinate system,whose x-y
plane is horizontal and z axis points vertically downwards. According to
Chen et al. (2012b), the underground sub-spacewould be divided into a
series of small uniform prisms, and the gravity gradiometry gαβ,j, which
is caused by the prism j, at the surface observation i (xi,yi,zi) is

gαβ; j xi; yi; zið Þ ¼ γΔρ jv jBαβ; j xi; yi; zið Þ; ð1Þ

α;β ¼ x; y; z; ð2Þ

where γ is the universal gravitational constant; Δρj and vj are residual
density and volume of the prism j, respectively; Bαβ,j is the geometrical
function of gravity gradiometry at the observation i caused by the prism
j, we can compute it by the equations below:

Bxx; j xi; yi; zið Þ ¼
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� �2− yi−yj
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Then the correlation coefficient of gravity gradiometry is given as
(Chen et al., 2012b):

Cαβ; j ¼
∑
N

i¼1
gαβ xi; yi; zið ÞBαβ; j xi; yi; zið Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
N

i¼1
g2αβ xi; yi; zið Þ∑

N

i¼1
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s ; ð9Þ

where N is the total number of the observations. It is concluded that the
range of correlation coefficient is [−1,1] according to Cauchy-Schwarz

inequality. When correlation coefficient is positive, it indicates density
excess; if negative, thatmeans density defect. The joint correlation coef-
ficient of n kinds of tensors is (Hou et al., 2016a):

Cjoint; j ¼ C1; j � C2; j �⋯� Cn; j; ð10Þ

where C1,j, C2,j,…, Cn ,jmeans correlation coefficients of different gravity
gradiometry data. The correlation coefficient could be used for probabil-
ity tomography; the results show the presence of anomalous bodies
(Liu et al., 2014).

According to the research of Hou (2016), the steps of the joint IPT
with multiple gravity gradiometry tensors are:

(1) Compute the correlation coefficients of the underground prisms
from the observations;

(2) Compute Δρ: according to Liu et al. (2014), when using two
dimensional data, if Δρ is given properly, the fitting data dfit

would be close to the observations; set the initial densities are
zero in the inversion, the fitting data would be:

dfit ¼ Gρ ¼ GCΔρ; ð11Þ

where G and C represent the forwarding matrix and correlation
coefficient vector, respectively. The value ofΔρ could be comput-
ed according to Eq. (11); by trial and error, it could be computed
more reasonably as:

Δρ ¼ dmax= max G� C½ �; ð12Þ

where dmax and max[G×C] are the maximum of the observed
vector d and the result vector of G×C, respectively; as Δρ could
be computed by many tensors, it may have different values,
and the minimum is chosen so that the density would not in-
crease too fast in the iterations;

(3) Convert Cjoint ,j to density by multiplying Δρ, and use the results
for the forwarding,

ρ j;iterþ1 ¼ ρ j;iter þ Cjoint; j � Δρ; ð13Þ

where iter is the count of iteration, ρj ,iter is the residual density of
the prism j in the iter iteration; a relationship has been proved
(Liu et al., 2014) thatwhen correlation coefficients aremultiplied
by a certainΔρ, forwardmodeling data has the same trend as the
real data; there must be a Δρ minimize the difference between
forward modeling and real data; from that, Eq. (13) could be
used to compute density;

(4) Subtract the fitting data in step (3) from the observations, and
use the difference to generate new correlation coefficients, then
compute new densities;

(5) Repeat step (3) and (4) until the iterations stop and final density
results would be obtained.

To make a further improvement of the vertical space resolution, we
introduce the depthweightingmatrixW, a diagonalmatrix proposed by
Li and Oldenburg (2003). Its form could be:

W j; j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
N

i
G2
ij

4

s
; ð14Þ

where Wj , j is the diagonal element of the matrix; Gij is the element of
the forwarding matrix. The weighted density equation is:

ρ j;iterþ1 ¼ ρ j;iter þ Cjoint; j �W j; j � Δρ: ð15Þ
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