Kernel PLS-based GLRT method for fault detection of chemical processes
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ABSTRACT

Fault detection is essential for proper and safe operation of various chemical processes, and it has recently become even more important than ever before. In this paper, we extended our previous work (Mansouri et al. (2016)), which addresses the problem of fault detection of chemical systems using kernel principal component analysis (KPCA)-based generalized likelihood ratio test (GLRT), to widen its applicability for processes represented by input-output models. Specifically, hypothesis testing fault detection technique that are based on linear and nonlinear partial least squares (PLS) models are developed. For nonlinear PLS models, a kernel PLS (KPLS) modeling framework is utilized. KPLS has been widely used to model various nonlinear processes, such as distillation columns and reactors. Thus, in the current work, a KPLS-based GLRT fault detection method is developed, in which KPLS is used as a modeling framework and the KPLS model generated residuals are evaluated using a GLRT statistic. The fault detection performance of the developed KPLS-based GLRT method is illustrated through a simulated example representing a continuously stirred tank reactor (CSTR). The simulation results show that the KPLS-based GLRT method outperforms its linear PLS-based version, and that both of the aforementioned techniques provide clear advantages over the conventional linear and nonlinear PLS based statistics, i.e., $T^2$ and $Q$. © 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Monitoring of the chemical processes is important for the safety of the plant and to ensure product quality is maintained. Process monitoring steps consists of detecting the fault in the system and taking corrective action against it (Hwang et al. (2010); Isermann (2006); Qin (2012); Venkatasubramanian et al. (2003a); Qingsong (2004); Venkatasubramanian et al. (2003b)).

Multivariate statistic methods are very effective for fault detection and diagnosis in chemical industry Hwang et al. (2010); Qin (2012). The partial least square (PLS) and principle component analysis (PCA) are two basic types of multivariate methods. PCA is among the most popular statistical methods used for modeling and faults detection problems (Yu (2011); Herve and Lynne (2010); Wang and Chen (2004); Diana and Tommasi (2002)), however, it provides a linear combinations of variables that demonstrate major trends in data set. In our previous work (Mansouri et al. (2016)), we have successfully applied kernel PCA (KPCA) based generalized likelihood ratio test (GLRT) for nonlinear fault detection of chemical system. However, KPCA is an input-space model and cannot take outcome measures into account and most chemical processes or many of them, such as distillation columns, are usually described by input-output models. PLS is an input output model and could be used to detect fault in both process and variables. It can also be used as a linear regression tool to predict the output variables form process variables. Hoteling $T^2$ and Q statistics are common statistical fault detection (FD) charts that are applied with PLS for process monitoring. However, the use of the conventional PLS (Lodhi and Yamanishi (2011)) through its two charts hoteling $T^2$ and Q could lead to missed detection and high false alarm rate.

However, chemical and refinery processes are complex and most of the variables are non-linear in nature and the fault
2. Partial least square and kernel partial least square methods description

First, in Section 2.1, we present the linear partial least square (PLS) method.

Let $X \in \mathbb{R}^{N \times M}$ denotes an input data matrix having $N$ observations and $M$ variables, and $Y \in \mathbb{R}^{N \times L}$ an output data matrix consists of $L$ response variables. PLS is an input output model and can decompose both $X$ and $Y$ matrices and detect the fault in both $X$ and $Y$ variables, it is formally determined by two sets of linear equations:

\[ X = TP^T + E = \sum_{i=1}^{I} t_i P_i^T + E = \tilde{X} + E \]  
\[ Y = UQ^T + F = \sum_{j=1}^{J} u_j Q_j^T + F = \tilde{Y} + F, \]

where $\tilde{X}$ and $\tilde{Y}$ represent modeling matrices of $X$ and $Y$ successively, $E \in \mathbb{R}^{N \times M}$ and $F \in \mathbb{R}^{N \times L}$ are the residuals of $X$ and $Y$ respectively, $T = [t_1, t_2, \ldots, t_I] \in \mathbb{R}^{M \times I}$ is the resulting input score matrix, $U = [u_1, u_2, \ldots, u_I] \in \mathbb{R}^{N \times I}$ is the output score matrix, $P = [p_1, p_2, \ldots, p_I] \in \mathbb{R}^{M \times I}$ and $Q = [q_1, q_2, \ldots, q_J] \in \mathbb{R}^{L \times J}$ represent the loading matrices, successively.

Hence, the objective of this paper, is to address the problem of nonlinear fault detection so that the data are first modeled using the KPLS algorithm and then the faults are detected using generalized likelihood ratio test (GLRT). The KPLS is used to create the model and find nonlinear combinations of parameters which describe the major trends in a data set and GLRT is used to detect the faults and both are utilized to improve faults detection process.

An alternative approach for fault detection is to use hypothesis testing based techniques, such as the GLRT. The GLRT has been shown to provide good detection abilities for specified false alarm rates (Gustafsson (1996); Willsky et al. (1980); Dawdle et al. (1982)).

The fault detection performances of the KPLS-based GLRT is illustrated through a simulated continuously stirred tank reactor (CSTR) data. The results demonstrate the effectiveness of the KPLS-based GLRT method over the linear PLS-based GLRT and conventional KPLS methods for detection of single as well as multiple sensor faults and assessed using the false alarms and missed detection rates.

The rest of the paper is organized as the following. In Section 2, an introduction to PLS and KPLS methods is given, followed by descriptions of the two main detection indices, $I^2$ and $Q$, which are generally used with KPLS for fault detection. Then, the GLRT which is utilized in composite hypothesis testing is discussed in Section 3.

After that, the KPLS-based GLRT method used for fault detection which integrates KPLS modeling and GLR statistical testing, is presented in Section 4. Next, in Section 5, the KPLS-based GLRT performance is studied through a simulated continuously stirred tank reactor data. At the end, the conclusions are presented in Section 6.

2. Partial least square and kernel partial least square methods description

2.1. Partial least square (PLS) method

Let $X \in \mathbb{R}^{N \times M}$ denotes an input data matrix having $N$ observations and $M$ variables, and $Y \in \mathbb{R}^{N \times L}$ an output data matrix consists of $L$ response variables. PLS is an input output model and can decompose both $X$ and $Y$ matrices and detect the fault in both $X$ and $Y$ variables, it is formally determined by two sets of linear equations:

\[ X = TP^T + E = \sum_{i=1}^{I} t_i P_i^T + E = \tilde{X} + E \]  
\[ Y = UQ^T + F = \sum_{j=1}^{J} u_j Q_j^T + F = \tilde{Y} + F, \]

where $\tilde{X}$ and $\tilde{Y}$ represent modeling matrices of $X$ and $Y$ successively, $E \in \mathbb{R}^{N \times M}$ and $F \in \mathbb{R}^{N \times L}$ are the residuals of $X$ and $Y$ respectively, $T = [t_1, t_2, \ldots, t_I] \in \mathbb{R}^{M \times I}$ is the resulting input score matrix, $U = [u_1, u_2, \ldots, u_I] \in \mathbb{R}^{N \times I}$ is the output score matrix, $P = [p_1, p_2, \ldots, p_I] \in \mathbb{R}^{M \times I}$ and $Q = [q_1, q_2, \ldots, q_J] \in \mathbb{R}^{L \times J}$ represent the loading matrices, successively.

The fault detection performances of the KPLS-based GLRT is illustrated through a simulated continuously stirred tank reactor (CSTR) data. The results demonstrate the effectiveness of the KPLS-based GLRT method over the linear PLS-based GLRT and conventional KPLS methods for detection of single as well as multiple sensor faults and assessed using the false alarms and missed detection rates.

The rest of the paper is organized as the following. In Section 2, an introduction to PLS and KPLS methods is given, followed by descriptions of the two main detection indices, $I^2$ and $Q$, which are generally used with KPLS for fault detection. Then, the GLRT which is utilized in composite hypothesis testing is discussed in Section 3.

After that, the KPLS-based GLRT method used for fault detection which integrates KPLS modeling and GLR statistical testing, is presented in Section 4. Next, in Section 5, the KPLS-based GLRT performance is studied through a simulated continuously stirred tank reactor data. At the end, the conclusions are presented in Section 6.

2.1. Partial least square (PLS) method

Let $X \in \mathbb{R}^{N \times M}$ denotes an input data matrix having $N$ observations and $M$ variables, and $Y \in \mathbb{R}^{N \times L}$ an output data matrix consists of $L$ response variables. PLS is an input output model and can decompose both $X$ and $Y$ matrices and detect the fault in both $X$ and $Y$ variables, it is formally determined by two sets of linear equations:

\[ X = TP^T + E = \sum_{i=1}^{I} t_i P_i^T + E = \tilde{X} + E \]  
\[ Y = UQ^T + F = \sum_{j=1}^{J} u_j Q_j^T + F = \tilde{Y} + F, \]

where $\tilde{X}$ and $\tilde{Y}$ represent modeling matrices of $X$ and $Y$ successively, $E \in \mathbb{R}^{N \times M}$ and $F \in \mathbb{R}^{N \times L}$ are the residuals of $X$ and $Y$ respectively, $T = [t_1, t_2, \ldots, t_I] \in \mathbb{R}^{M \times I}$ is the resulting input score matrix, $U = [u_1, u_2, \ldots, u_I] \in \mathbb{R}^{N \times I}$ is the output score matrix, $P = [p_1, p_2, \ldots, p_I] \in \mathbb{R}^{M \times I}$ and $Q = [q_1, q_2, \ldots, q_J] \in \mathbb{R}^{L \times J}$ represent the loading matrices, successively.

The fault detection performances of the KPLS-based GLRT is illustrated through a simulated continuously stirred tank reactor (CSTR) data. The results demonstrate the effectiveness of the KPLS-based GLRT method over the linear PLS-based GLRT and conventional KPLS methods for detection of single as well as multiple sensor faults and assessed using the false alarms and missed detection rates.

The rest of the paper is organized as the following. In Section 2, an introduction to PLS and KPLS methods is given, followed by descriptions of the two main detection indices, $I^2$ and $Q$, which are generally used with KPLS for fault detection. Then, the GLRT which is utilized in composite hypothesis testing is discussed in Section 3.

After that, the KPLS-based GLRT method used for fault detection which integrates KPLS modeling and GLR statistical testing, is presented in Section 4. Next, in Section 5, the KPLS-based GLRT performance is studied through a simulated continuously stirred tank reactor data. At the end, the conclusions are presented in Section 6.

2.2. Partial least square and kernel partial least square methods description

First, in Section 2.1, we present the linear partial least square (PLS) method.

Let $X \in \mathbb{R}^{N \times M}$ denotes an input data matrix having $N$ observations and $M$ variables, and $Y \in \mathbb{R}^{N \times L}$ an output data matrix consists of $L$ response variables. PLS is an input output model and can decompose both $X$ and $Y$ matrices and detect the fault in both $X$ and $Y$ variables, it is formally determined by two sets of linear equations:
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