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a b s t r a c t

A mine’s ventilation system is an important component of an underground mining system. It provides a
sufficient quantity of air to maintain suitable working environment. Therefore, the status of mine venti-
lation should be tracked and monitored as a timely matter. Based on former findings and in-depth anal-
ysis of mine ventilation systems, a proper early warning model is proposed in this paper for such
considerations to improve the mine ventilation safety. The model itself is comprised of two sub-models,
and two data mining techniques are used to assist in building each sub-model. One is the optimal indexes
selection model which applies the Rough Set theory (RS) to assist the selection of best ventilation indexes.
The other is the risk evaluation model based on the Support Vector Machine (SVM) to classify the risk
ranks for the mine ventilation system. Testing cases have been used to demonstrate the applicability
of this integrated model.

� 2011 Elsevier Ltd. All rights reserved.

1. Introduction

A mine’s ventilation system is an important component of an
underground mining system. It should provide a sufficient quantity
of air to the underground mine workings, to dilute methane and
other contaminants, maintain suitable working environment and
prevent accidents from happening. Very often, ventilation is a lim-
iting factor for coal mine production (Cheng et al., 2010).

In the running stage of mine ventilation, its status could not be
kept constant, and may change timely due to production require-
ments, mining laws and regulation, etc. Generally, the coal mine
ventilation is a super complicated system. Lots of influence factors
could control or impact the behaviors of system. Thus, stating from
the quantitative point, the system shows a fluctuant wave around a
certain value. However, if this wave swing is too large to control by
the system itself, it may indicate that any potential risks existing.

Many methods or models were proposed to evaluate or assess
the mine ventilation system. Jalali et al. (2009) proposed their def-
inition of ventilation network evaluation. In this model, the most
important factor to influence the network running was considered
to be the branch air resistance. Therefore, by using the conven-
tional methods to determine reliability in the transportation or
electrical network, the reliability of each branch in the network
was defined. Wang (2004) set up an evaluating model for the mine
ventilation system reliability based on a BP neural network ap-
proach. A number of influence factors associated with the system
reliability were considered in his model in order to achieve the
most scientific results. Cheng (2008) and Cheng et al. (2010)

introduced an integrated comprehensive method for selecting
and evaluating the most suitable mine ventilation system. Using
this method, the severe influence caused by anthropogenic factors
or single index can be avoided in the final result. Thus, the selec-
tion and evaluation procedure of this method would ensure the
selected mine ventilation system is the more rational and econom-
ical. Hatakeyama et al. (1992) analyzed the dynamic mine ventila-
tion using airflow rate based on anemometer measurements. It
could provide a real-time understanding the ventilation condi-
tions, and also was expected to calculate the CH4 or CO gas emis-
sion from surrounding strata to minimize the risk of disaster.
Mitchell (1996) summarized accident prevention strategies to
avoid loss of the property or life during a mine fire event. However,
most proposed methods failed to identify the relationship between
the historical ventilation records and the potential risk.

In this paper, an integrated early warning model is proposed to
improve the mine ventilation safety due to such above consider-
ations. The model itself is comprised of two sub-models. One is
called the optimal selection model and the other is the risk evalu-
ation model. All of them are based on the data mining technique
which is an outstanding tool to mining the connections between
the historical data and the induced risks. A test-case demonstration
result shows that this integrated model has good applicability and
could be applied in practices.

2. Optimal mine ventilation indexes selection model

2.1. Rough Set theory

The rough sets (RS) theory introduced by Pawlak (1982, 1991)
has often proved to be an excellent mathematical tool for the
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analysis of a vague description of objects (Greco et al., 2001). It has
good abilities to investigate the incomplete, inconsistent, or fuzzy
information system, and then based on its special analytical proce-
dure and inference method, to discover the implicit knowledge or
underlying rules existing in the disordered data themselves. Re-
cently years, the RS theory has been applied as a new tool into
the data mining. It shows good performances in the areas of artifi-
cial intelligence, knowledge development, pattern recognition, and
classification and so on.

2.2. Attribute reduction algorithm based on Rough Set

An interesting question in RS is whether there are attributes in
the information system framework which are more important to
the knowledge represented in the equivalence class structure than
other attributes. Often, we wonder whether there is a subset of
attributes which can, by itself, fully characterize the knowledge
in the system. The process of achieving this aim is called the
attribute reduction. The procedure is shown in the following
sections:

2.2.1. Setting up the information system framework
Let I ¼ ðU;AÞ be an information system, where U is a non-empty

set of finite objects (the universe) and A is a non-empty, finite set of
attributes such that a : U ! Va for every a 2 A. Va is the set of
values that attribute may take. The information system assigns a
value a(x) from Va to each attribute and object X in the universe.

2.2.2. Establishing the divisive matrix of decision table
The divisive matrix was firstly proposed by Showron (Zhang

et al., 2001). It can easily express the in-distinguished relationships
within the complicated information system, and help to assist in
identifying the ‘‘core’’ of the system. The element in the divisive
matrix can be defined as the following equation:

aðx; yÞ ¼
£ DðxiÞ ¼ DðxjÞ
a 2 Aj f ðx; aÞ–f ðy; aÞ

���� ð1Þ

2.2.3. Identifying the core
A reduct is a subset of attributes RED # P, such that:

� [x]RED = [x]P, that is the equivalence classes induced by the
reduced attribute set RED are the same as the equivalence class
structure induced by the full attribute set P.
� The attribute set RED is minimal, in the sense that
½x�ðRED�fagÞ – ½x�P for any attribute a 2 RED, in other words, no
attribute can be removed from set RED without changing the
equivalence classes [x]P.

A reduct can be considered as a sufficient set of features which
mean to represent the category structure. The set of attributes
which is common to all reducts is called the core. The core is the
set of attributes which is possessed by every legitimate reduct
and therefore consists of attributes which cannot be removed from
the information system without causing collapse of the equiva-
lence-class structure.

2.2.4. Calculating the value of attribute importance
Information is contained in the uncertainty. The stronger the

uncertainty is, the more information is contained. In the subject
of information science, the parameter, information entropy, is
used to measure the degree of uncertainty and the uncertainty
is expressed as the random in probability. If X is a set of infinite
random variable Pi (i = 1, . . . , n), and the entropy of X is defined
as:

HðXÞ ¼
Xn

i¼1

Pilog2
1
Pi
¼ �

Xn

i¼1

Pilog2Pi ð2Þ

Assuming two random variables X and Y, their joint and mar-
ginal probability distribution are P(X, Y) = P{X = x, Y = y} and
P(X) = P{X = x}, P(Y) = P{Y = y}, respectively. Under the condition of
Y known, the conditional entropy of X is defined as:

HðX Y ¼ yj Þ ¼
Xn

i¼1

pðyiÞHðX Y ¼ yij Þ

¼ �
Xn

i¼1

pðyiÞ
Xn

i¼1

pðxi yij Þ log pðxi yij Þ ð3Þ

The above equation can be used to calculate the attribute
importance value. This value reflects the how importance the spe-
cific attribute for the information system itself is. Therefore, all
attributes can be ordered by their values, thus, the best attributes
which can fully characterize the information system can be
selected.

3. Risk evaluation mine ventilation system model

3.1. Support Vector Machine

Kernel-based techniques represent a major development in ma-
chine learning algorithms. Support Vector Machines (SVM) are a
group of supervised learning methods that can be applied to clas-
sification or regression. The SVM algorithm is based on the statis-
tical learning theory and represents an extension to nonlinear
models of the generalized portrait algorithm developed by Vapnik
(1998).

The core idea of SVM classification is to project 2-dimensional
data into a constructed N-dimensional hyperplane, and then to
determine an optimal separating hyperplane to separates the data
into two or more categories. Fig. 1 shows the schematic for SVM
classification.

Therefore, the key step in applying the SVM is to find a proper
nonlinear mapping function (Kernel function) to finish the
projection.

3.2. Establishing risk evaluation model

Essentially, the output of the risk evaluation model is a classifi-
cation. A number of input parameters are inputted into the model.
After data analysis, different corresponding risk ranks are deter-
mined to output. This finishes the evaluation or the prediction task.
The procedure is shown in the following sections:

3.2.1. Nonlinear classification and kernel selection
The original optimal hyperlane algorithm proposed by Vapnik

was a linear classifier. Boser et al. (1992) suggested a way to create
nonlinear classifier by applying the kernel function. The feature of

Fig. 1. Schematic diagram for SVM classification.
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