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Today in the International Journal of Cardiology Liu et al. [1] publish an unusual exercise in open science
which should set a pioneering trend for future knowledge sharing. They present both the principle and a
large fully-analysed real world dataset to show how Bayesian reasoning can be practically helpful for clini-
cians at the front line.
The Bayesian approach differs from the frequentist approach that is more commonly seen in reports of clin-
ical research. Instead of a probability having a single point estimate and confidence interval, it instead has a
complete probability density function. For Bayesian analysis in general, instead of there being no information
before a particular study, there is some information — the “prior”. The difference is that while the frequentist
approach assumes that before the study all probabilities are equally plausible, the Bayesian approach recog-
nises that even before the study, some probabilities are more likely than others. Therefore, after the study, the
Bayesian approach produces a new distribution of the probability – the “posterior” –which incorporates both
the raw study results and the prior distribution.
Bayesian approaches are routinely used in medical decision-making and everyday life, perhaps without even
realising it. Clinical test results are rarely interpreted in isolation. Instead, the background clinical belief of
plausibility of various diagnoses (the prior) is updated in light of test results, to form a new set of beliefs
(the posterior). We more readily accept assertions that are within the range of our prior beliefs than those
that substantially contradict those beliefs.
To build a model of cardiovascular risk, the Bayesian approach begins with an assumed distribution for the
risk depending on the risk factors and progressively updates it with the experience of patients and their out-
comes. Each additional patient makes a contribution to the model’s knowledge. Then the model can be ap-
plied to any individual, and provide a distribution for the risk of that individual. This might be narrow,
indicating precise risk evaluation or wide, indicating substantial persisting uncertainty.
The authors’ openness to share the whole dataset creates three exciting avenues for advancement in the
field. First, researchers could analyse the dataset in different ways, for example, by proposing distributions
other than the normal. Second, they could use the outcome of this dataset as a starting point for further
upgrading the model with future data. Third, researchers are absolutely free to use this data to explore
other interrelationships between the variables for new purposes. For example, we have studied the joint
distribution of two variables that have a multiplicative effect of cardiovascular risk: cholesterol and blood
pressure. The online supplement to this editorial contains the raw dataset in .zip format to facilitate its
download for the reader.
Freely exposing all the data is currently remarkable but on objective reflection, it is hard to understand why it
is not already a normal practice. Do authors fear that readers despite a handicap of years might trump them
to future findings? Or do they have something to hide? We do not know but this paper is changing our prac-
tice and we hope it will change yours.

© 2012 Elsevier Ireland Ltd. All rights reserved.

An open mind is an empty mind.

Bertrand Russell

The central principle of Bayesian statistics is that our knowledge
about anything can be described by a probability density function,
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with some possibilities more plausible than others, and that this can be
serially revised as new information arrives (Fig. 1). In this issue, Liu et al.
[1] use Bayes' theorem to predict the risk of cardio-vascular disease (CVD)
using a dataset of 64,489 patients coming from a community-based
screening programme in Taiwan. By the central Bayesian principle, the
CVD risk in this study is represented by a probability density function.
This constitutes a fundamental difference with classical statistics where
theCVD risk is considered asfixedbut unknown. Indeedwhilst in classical
statistics the data are considered to provide information about the un-
known risk, in Bayesian statistics the data are used to update one's
a-priori knowledge about the risk. Bayes' theorem accommodates the
a-priori knowledge with a prior distribution and adjusts it with the likeli-
hood of the data. This process results in a posterior distribution that incor-
porates both the initial knowledge and the information coming from the
data (Fig. 2).

Both the prior distribution of the CVD risk and the likelihood were
assumed to be normal. Using sequential learning, the model was refined
and upgraded to take into account additional information coming from
the experience of patients. Initially, the model included the variables
gender, age, age2 and period of recruitment as predictors to form the
likelihood. The posterior obtained was used as a prior distribution for
the CVD risk of the upgradedmodel containing additionally information
on six metabolic syndrome components. Finally, this second posterior
was exploited as prior for the final model incorporating information on
smoking, drinking, betel-chewing and family-history of CVD. Using simu-
lations, the third posterior obtained was employed to derive individual
predictive distributions based on the risk factors. This process called
Bayesian clinical reasoning gives CVD risk distributions correspond-
ing to the various possible combinations of the risk factors, which
can be practically helpful for clinicians at the front line.

Bayesian statistician

I have no idea and I have 
not seen any data yet. So I 
just do not know. 
Why are you asking stupid 
questions ?
Just wait for the results …

In general, balls tend to be about half 
red and half blue. I don't know what 
this box contains, but let me start by 
considering 50:50 the most likely 
possibility. It could easily be as much 
as 80:20 either way, and perhaps 
more extreme. This is my “prior 
estimate” of the proportion of red 
balls.

Frequentist statistician

Before experiment

After experiment

The data are the only thing 
I will look at. Eight out of 
ten.

Therefore I estimate the 
proportion of red balls to 
be 80%.

8 red balls out of 10. Not really my 
expected 50 %. 

I should adjust my belief upwards … 

Putting together my prior estimate 
(black), and the experimental result 
(green) itself, looking back on 
everything my “posterior” estimate 
is this red curve. It is in between my 
prior belief and the raw 
experimental data. I estimate the 
percentage between 55 and 65 %.

Experiment is conducted

Box with unknown proportion 
of red and blue balls
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Fig. 1. Illustration of the difference between Bayesian and frequentist approaches. In this thought experiment a Bayesian statistician and a frequentist statistician separately esti-
mate the proportion of red balls in a large box containing numerous balls, some red and some blue. They do not know the real proportions, which are 60% red and 40% blue, and ask
a neutral person to ten times mix the balls, draw out one ball, report its colour, and then replace it in the box. Out of these ten drawings, two are blue and eight are red.
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