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17In this study we introduce the regional flux analysis, a novel approach to deformation based morphometry based
18on the Helmholtz decomposition of deformations parameterized by stationary velocity fields. We use the scalar
19pressure map associated to the irrotational component of the deformation to discover the critical regions of
20volume change. These regions are used to consistently quantify the associated measure of volume change by
21the probabilistic integration of the flux of the longitudinal deformations across the boundaries. The presented
22framework unifies voxel-based and regional approaches, and robustly describes the volume changes at both
23group-wise and subject-specific level as a spatial process governed by consistently defined regions. Our experi-
24ments on the large cohorts of the ADNI dataset show that the regional flux analysis is a powerful and flexible
25instrument for the study of Alzheimer's disease in a wide range of scenarios: cross-sectional deformation
26based morphometry, longitudinal discovery and quantification of group-wise volume changes, and statistically
27powered and robust quantification of hippocampal and ventricular atrophy.

28 © 2015 Elsevier Inc. All rights reserved.
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33 1. Introduction

34 Deformation based morphometry is a fundamental instrument for
35 discovering and quantifying the dynamics of biological processes, for
36 instance growth, or pathological changes. We can broadly identify two
37 main paradigms for the analysis of volume changes in T1 magnetic
38 resonance (MR) images: hypothesis-free and regional analysis. In the
39 first case, the volume changes are modeled at finer scales in the whole
40 brain such as in the voxel/tensor basedmorphometry and in the cortical
41 thickness analysis (Fox et al., 2001; Thompson et al., 2003).
42 On the one hand these methods are useful for exploratory purposes
43 at the population level, but usually lack robustness for a reliable quanti-
44 fication of the changes at the subject level. On the other hand, regional
45 analyses are focused on the detection of significant changes in regions
46 which are identified thanks to a preliminary segmentation. For instance,
47 the boundary shift integral measures the longitudinal atrophy as a func-
48 tion of the displacement of segmented boundaries (Freeborough and

49Fox, 1997). These approaches can provide robust assessment of longitu-
50dinal atrophy (Leung et al., 2010b), but are limited to previously defined
51regions of interest. Therefore they might fail to detect the complex and
52spread pattern of changes which is likely to characterize the biological
53variation. For example the failure in the recent trials on AD to show sig-
54nificant treatment effects on the hippocampal volume changes led to
55question whether a more general but still powered analysis would be
56able to detect possible improvements (Raschetti et al., 2007).

571.1. Unifying regional and hypothesis free-approaches

58Providing a measure of volume change which can at the same time
59consistently identify and reliably quantify the volume changes is crucial
60for understanding the dynamics of the pathological evolution and for
61providing stable measures for the clinical setting.
62Non-linear registration encodes themorphological changes between
63pairs of longitudinal MRIs as deformation fields. It was employed both
64for the whole brain exploratory analysis and for the regional quantifica-
65tion, for instance through the Jacobian determinant analysis (Boyes
66et al., 2006). However, the identification of atrophy regions through
67group-wise voxel-by-voxel analysis of Jacobian determinant maps, like
68in tensor based morphometry (TBM) (Riddle et al., 2004), is prone to
69statistical issues such as multiple comparisons problems. Moreover,
70the robustness of the regional quantification of the Jacobian is inherent-
71ly dependent on the accuracy of the underlying anatomical segmenta-
72tion, and is highly sensitive to numerical biases introduced by the

NeuroImage xxx (2015) xxx–xxx

⁎ Corresponding author.
E-mail addresses: marco.lorenzi@inria.fr (M. Lorenzi), nicholas.ayache@inria.fr

(N. Ayache), xavier.pennec@inria.fr (X. Pennec).
1 Data used in preparation of this article were obtained from the Alzheimer's Disease

Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu). As such, the investigators
within the ADNI contributed to the design and implementation of ADNI and/or provided
data but did not participate in analysis or writing of this report. A complete listing of
ADNI investigators can be found at: http://adni.loni.usc.edu/wp-content/uploads/how_
to_apply/ADNI_Acknowledgement_List.pdf.

YNIMG-12177; No. of pages: 11; 4C: 3, 4, 5, 6, 7, 9

http://dx.doi.org/10.1016/j.neuroimage.2015.04.051
1053-8119/© 2015 Elsevier Inc. All rights reserved.

Contents lists available at ScienceDirect

NeuroImage

j ourna l homepage: www.e lsev ie r .com/ locate /yn img

Please cite this article as: Lorenzi, M., et al., Regional flux analysis for discovering and quantifying anatomical changes: An application to the brain
morphometry in Alzheimer's..., NeuroImage (2015), http://dx.doi.org/10.1016/j.neuroimage.2015.04.051

http://dx.doi.org/10.1016/j.neuroimage.2015.04.051
mailto:marco.lorenzi@inria.fr
mailto:nicholas.ayache@inria.fr
mailto:xavier.pennec@inria.fr
http://adni.loni.usc.edu/wp-content/uploads/how_to_apply/ADNI_Acknowledgement_List.pdf
http://adni.loni.usc.edu/wp-content/uploads/how_to_apply/ADNI_Acknowledgement_List.pdf
http://dx.doi.org/10.1016/j.neuroimage.2015.04.051
http://www.sciencedirect.com/science/journal/10538119
www.elsevier.com/locate/ynimg
http://dx.doi.org/10.1016/j.neuroimage.2015.04.051


U
N
C
O

R
R
E
C
T
E
D
 P

R
O

O
F

73 spatial derivatives. For these reasons, tools like TBM are mainly
74 employed in research and found limited applications in the practical
75 clinical routine.
76 The above limitationsmight be overcome by noticing that the topol-
77 ogy of deformation fields implicitly encode the spatial location of rele-
78 vant atrophy processes, and thus we might not really require the
79 explicit definition of anatomical regions for the Jacobian determinant
80 analysis (Davatzikos et al., 2009). The aim of this paper is indeed to de-
81 velop novel analysis techniques to simultaneously extract and analyze
82 these regional features encoded by the deformations.

83 1.2. Helmholtz decomposition of anatomical deformations

84 It was proposed in Hansen et al. (2009) to parametrize the deforma-
85 tions by irrotational and divergence-free components, according to the
86 Helmholtz decomposition of vector fields. If we assume that atrophy is
87 described by the change of volume associated with the deformation,
88 then it is completely identified by the irrotational part of the deforma-
89 tion, while the divergence-free part only accounts for volume preserv-
90 ing (“locally rigid”) processes which can be interpreted as tissue
91 reorganization. With such a decomposition, the locations of the maxi-
92 mum/minimum irrotational potential define the centers of expanding
93 and contracting regions (Lefevre et al., 2009). These extremamay repre-
94 sent a promising feature for localizing brain atrophy.
95 A differentmeasure of volume change associated to the deformation
96 field is the flux across surfaces (Chung et al., 2001), which may be seen
97 as the infinitesimal formulation of the boundary shift. However flux-
98 based analysis has been seldom used in morphometric studies, due to
99 the complexity of reliably integrating vector normals on segmentations
100 of the regional boundaries.
101 Expanding on the conference article (Lorenzi et al., 2012) we
102 propose to merge these approaches, leading to the regional flux analysis
103 of deformations, a novel method for reliably discovering and robustly
104 quantifying volume changes based on the Helmholtz decomposition.
105 In Section 2 we introduce the Helmholtz theorem, and the relation-
106 ship between pressure and flux of deformations. These measures are
107 used in Section 3 to provide a probabilistic formulation for the definition
108 of the group-wise regions involved in the atrophy process. We then
109 apply the proposed framework to the study of Alzheimer's disease
110 (AD), to identify and quantify the brain atrophy in three different sce-
111 narios: explorative group-wise morphological comparison (Section 4),
112 discovery and quantification of group-wise longitudinal atrophy
113 (Section 5), and robust and statistically powered quantification of hip-
114 pocampal and ventricular atrophy (Section 6). All the experiments are
115 performed on large cohorts of the ADNI dataset (for details on the
116 experimental data please refer to Appendix A).

117 2. Helmholtz decomposition for stationary velocity fields

118 The present work is based on the image registration framework pa-
119 rameterized by stationary velocity fields (SVF), which has been already
120 applied for the longitudinal analysis of deformations (Lorenzi et al.,
121 2011), and for which an implementation of the LCC-logDemons algo-
122 rithm is available (Lorenzi et al., 2013a).

123 2.1. Stationary velocity field parameterization of deformations

124 In the registration setting parameterized by SVFs the diffeomorphic
125 transformation ϕ which maximizes the similarity between a given pair
126 of images belongs to the subset of diffeomorphisms generated by the
127 flow of a tangent SVF v (Arsigny et al., 2006). Such a deformation is
128 parametrized through the Lie group exponential of v, denoted exp(v),

129 defined by the solution of the ODE: ∂ϕ x;tð Þ
∂t ¼ v ϕ x; tð Þð Þ;with initial condi-

130 tionϕ(x, 0)= id(x), where id(x) is the identity transformation. This ODE
131 defines a one parameter subgroup, ϕt(x) = ϕ(x, t) since ϕs + t(x) =

132ϕ(x, s) ∘ ϕ(x, t) = ϕ(x, s + t). The transformation is obtained at the
133parameter value t = 1, i.e. ϕ(x) = ϕ(x, 1).
134The advantage of the SVF parameterization lies in the simplification
135of mathematical operations on diffeomorphic transformations, for in-
136stance for inverse computing and composition (Arsigny et al., 2006).
137More generally, the tangent nature of SVF simplifies the definition of
138statistical quantities, like the group-wise barycenter (Pennec and
139Arsigny, 2012) or local principal components analysis of variations
140(Seiler et al., 2011).
141In the following sections we show how the SVF framework can be
142used to define a consistent statistical setting for the group-wise analysis
143of longitudinal anatomical volume changes.

1442.2. Pressure potential and flux through a region

145TheHelmholtz theorem states that a vector field v (which in our case
146is a SVF) which vanishes at infinity can be uniquely factored as the sum
147of an irrotational and a divergence free component, v = ∇p + ∇ × A
148(Fig. 1) (Arfken and Weber, 1995).
149The irrotational component ∇p is the gradient of a scalar pressure
150(potential) field p, while the divergence-free component is the curl of
151the vector potentialA. Since∇×∇p=0, the scalar pressure component
152encodes the information concerning all the volume change.
153Please note that the diffeomorphic transformation ϕ(x, t) =
154exp(∇(tp))(x) is the flow of an irrotational velocity field ∇p(x) =
155dϕ(x, t)/dt, for every t. On the other hand the divergence-free compo-
156nent is by definition such that∇ ⋅ ∇ × A= 0 and therefore it describes
157the incompressible part of the deformation.
158Finally, theflux of a stationary velocity field across a given surface ∂V
159is given by the Divergence (or Ostrogradsky's) theorem, and can be
160rewritten as ∮∂Vv ⋅ ndS= ∫V∇ ⋅ vdV.
161Recently the Helmholtz decomposition was introduced in the De-
162mons registration in order to estimate incompressible deformations
163(Mansi et al.). Here we propose to use it for the analysis of the com-
164pressible part, which encodes the observed matter loss as a smooth
165compression/expansion process. In such a model, the associated diver-
166gence quantifies the apparent anatomical changes as the flux of the
167estimated SVF across surfaces.

1682.2.1. Topology of pressure fields
169Theoretically, given the irrotational field∇p one could partition the
170whole space into critical regions of positive and negative divergence
171∇ ⋅ ∇p, each of them containing a critical point of local maximal/
172minimal pressure p (Fig. 2). From the divergence theorem, the flux
173across the boundaries of these regions is flowing either inward or
174outward. The saddle points for the pressure are on the boundaries of
175those regions, and identify a change in the flow.
176The analysis of the critical points of a pressuremap can be addressed
177by the Morse–Smale theory as a topological problem, leading to the
178representation of incompressible fields as a geometrical complex of
179regions, boundaries, edges and vertices (Morse, 1934). Although in-
180triguing, the application of such concepts to medical imaging is still dif-
181ficult, due to themissing statistical version (and implementation) of the
182Morse theory. In order to obtain a tractable approach to the problem,we
183propose in this study to focus on the statistical definition of a consistent
184subset of critical regions in a sample of observed pressure maps. This
185way we can robustly describe group-wise irrotational fields as a spatial
186process governed by key critical regions. In the following sectionwe pro-
187vide a framework for the statistical definition of these critical regions,
188and for the quantitative analysis of the associated scalar flux, in order
189to provide a robust measure of volume changes in anatomical studies.

1903. Probabilistic group-wise definition of the critical regions

191The aim of this section is to provide a statistical definition of the
192group-wise pressure field associated to a set of observed pressure
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