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Independent Component Analysis (ICA) is a computational technique for identifying hidden statistically in-
dependent sources from multivariate data. In its basic form, ICA decomposes a 2D data matrix (e.g. time×
voxels) into separate components that have distinct characteristics. In FMRI it is used to identify hidden
FMRI signals (such as activations). Since the first application of ICA to Functional Magnetic Resonance Imag-
ing (FMRI) in 1998, this technique has developed into a powerful tool for data exploration in cognitive and
clinical neurosciences. In this contribution to the commemorative issue 20 years of FMRI I will briefly describe
the basic principles behind ICA, discuss the probabilistic extension to ICA and touch on what I think are some
of the most notorious loose ends. Further, I will describe some of the most powerful ‘killer’ applications and
finally share some thoughts on where I believe the most promising future developments will lie.
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Introduction

An increasing number of areas that employ statistical data analysis
techniques for scientific investigation operate on data that has been
generated from underlying signals of interest by means of complicat-
ed, and very often poorly understood, processes. This is certainly the

case for Functional Magnetic Resonance Imaging. Here, brain activa-
tion at the neuronal level exhibits itself via the BOLD-response to
stimulation. The rather poor signal-to-noise ratio suggests that this
signal is further obscured by various other sources of variability, pos-
sibly including machine artefacts, physiological pulsation, head mo-
tion and haemodynamic changes induced by different processes
(Toga and Mazziotta, 2002). This mixture of signals presents a huge
challenge for analytical methods attempting to identify signals of in-
terest. Instead of operating on data that directly reflects the object
of interest, data analysis has to proceed on indirect measurements
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which are a mixture of true underlying source signals. Usually neither
the original signals nor the mixing transformation is known — undo-
ing this mixing process is a challenging problem known in the area of
signal processing as the blind source separation (BSS) problem (Nandi,
1999).

Within the last 20+years, Independent Component Analysis
(ICA) has received attention from researchers in such disciplines as
statistics, exploratory data analysis, signal processing and neural net-
works. Within the classical signal processing field ICA has been
invented and reinvented over the course of decades, e.g. by looking
at ICA as an extension of Principal Component Analysis (Jutten and
Herault, 1991), investigating solutions to the BSS problem (Cardoso,
1989; Cardoso and Comon, 1996; Nandi, 1999) or by looking at unsu-
pervised learning rules for solving the BSS problem based on informa-
tion theoretic principles (Linsker, 1988, 1990), drawing on much
earlier work on the principle of redundancy reduction (Attneave,
1954; Barlow, 1961) as a coding strategy for neurons of the perceptu-
al system. The goal of ICA is to express a set of random variables as lin-
ear combinations of statistically independent component variables. In
the context of BSS, ICA attempts to discover hidden, underlying and
statistically independent source signals only from the measured ob-
servations that are unknown linear mixtures of unobserved sources
(Comon, 1994).

Within the basic ICA model, we do not assume that these source
distributions are known; if they are, the problem of identifying the
hidden sources and the mixing is considerably simplified. In the gen-
eral case of unknown source distributions both the sources and the
mixing are identifiable, and thus recoverable, if and only if there ex-
ists at most one Gaussian signal among the sources (Comon, 1994).
In order to achieve this decomposition, higher-order statistical mo-
ments1 are needed. These can either be estimated explicitly as part
of the unmixing procedure, or – more commonly – non-linear func-
tions can be used to access this higher-order information. Two partic-
ularly popular approaches for ICA2 are the Infomax algorithm (Baram
and Roth, 1995; Bell and Sejnowski, 1995) and FastICA (Hyvärinen
and Oja, 1997) and both approaches are based on the generic princi-
ple of using non-linear transforms of the data to drive the estimation.
While the former is based on the principle of maximum information
transfer,3 the second algorithm is aimed at achieving maximum de-
gree of non-Gaussianity for all estimated source signals. While there
now exists a variety of algorithms and principled extensions that in-
clude work on non-linear, non-instantaneous (time-delayed) mixing
or the incorporation of source structure (see (Roberts and Everson,
2001) or (Hyvärinen et al., 2001) for more details on the theory of
ICA), these two algorithms still form the basis for many practical
implementations of ICA.

(Spatial) ICA for FMRI

(McKeown et al., 1998) introduced ICA to the FMRI4 community
and proposed using a decomposition into spatially independent com-
ponents in order to distinguish between non-task-related signal com-
ponents, movements and other artefacts, as well as task-related
activation. By looking for spatial independence, the decomposition
conforms to the localisation paradigm of classical neuroscience. Orig-
inally derived from clinical experience, this paradigm is based on the
observation that psycho-motor functions are performed in localised

areas in the brain that can be inferred from specific deficits in pa-
tients. This naturally leads to the assumption that brain areas that re-
spond to the psycho-motor task are independently distributed from
brain areas affected by other sources of variability. It is important to
note that this does not require these areas to be completely non-
overlapping but only that other sources of signal change are not dis-
tributed the same way as the task-related areas, i.e. that knowledge
about the spatial distribution of one does not provide any information
on the spatial distribution of the other.

Fig. 1 illustrates how the data is represented in order to apply the
ICA decomposition. The entire 4-dimensional data set is rearranged
into a 2-dimensional matrix by arranging all voxels for each time-
point into a single row (i.e., one row per 3D functional image). This
data set is then decomposed into two newmatrices, the first one con-
taining a time course of an underlying signal in each column and the
second matrix containing a spatial component's map in each row.
These, for instance, might be maps of stimulus-induced activity,
task-unrelated (‘ongoing’) activity or maps of signal artefacts. The as-
sociated time courses then describe how each one of these multiple
underlying effects contributes to the measured data at each measured
point in time (i.e. in each brain image acquired in the functional run).
The time courses are called the source directions or signal signatures of
the data (Nandi, 1999) and jointly span the space of all temporal sig-
nals identified by the ICA decomposition. Thus, spatial independent
component analysis can be viewed as a way of finding temporal
basis vectors so that the associated spatial maps are sparse and statis-
tically independent. The similarity with the General Linear Model
(GLM) is quite obvious, with the time-course matrix taking on the
role of the GLM design matrix. The only fundamental difference is
that instead of having to specify a design matrix prior to the analysis
and then estimating the (spatial maps of) effect size parameters in
the GLM, in ICA both the mixing matrix and the maps of effect sizes
are being estimated simultaneously from the data, using information
theoretic principles to drive the joint estimation of these two
quantities.

The basic idea of splitting the data into modes on the basis of spa-
tial independence and sparseness immediately generated debate in
the field, e.g. Friston (1998) argued that even though different brain
functions might be spatially localised, the principle of functional inte-
gration might imply that neuronal processes share a large proportion
of cortical anatomy, rendering such a decomposition approach
problematic.

Despite the ongoing discussions, the 1998 paper by McKeown and
colleagues managed to significantly (re)vitalise the research area of
exploratory FMRI data analysis. Various groups and individuals
started evaluating spatial vs. temporal ICA (Calhoun et al., 2001b;
Stone et al., 1999), different methods for estimation (Esposito et al.,
2002) and extensions e.g. to constrain estimation to cortical surfaces
(Formisano et al., 2004) or to incorporate paradigm information (Lin
et al., 2010).

Further, and in parallel with developments in GLM modelling, the
field has seen a variety of different approaches being introduced for
multi-subject/multi-group ICA (Beckmann and Smith, 2005;
Calhoun et al., 2001a, 2008; Esposito et al., 2005; Guo and Pagnoni,
2008; Svensén et al., 2002). With the release of dedicated software
tools (Brainvoyager (2000), FSL (2001), DTU Toolbox (2002), GIFT
(2004)), ICA started to become available to the wider non-methods
community of clinical and cognitive neuroscientists, leading to a
steady increase in the number of publications using ICA for part of
the image analysis (see Fig. 2).

Probabilistic ICA and MELODIC

My personal involvement in the area of ICA/FMRI research started
in early 1999 when I was fortunate to join the FMRIB Centre in Oxford
to start working towards a DPhil in Information Engineering. I came

1 i.e. statistical quantities other than the mean and variance, such as skew and
kurtosis.

2 In general, and ICA for FMRI specifically.
3 Or, equivalently, minimization of mutual information between estimated sources.
4 In addition to the reasons listed in Jenkinson et al. (2012-this issue) I am particu-

larly determined to use the upper-case F. The tools and techniques employed in the
statistical analysis of functional data are closely related to classical time-series analysis
and are quite different from standard image processing/ computer vision techniques
that are the bread-and-butter of structural MR analysis.
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