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Many progressive disorders are characterized by unclear or transient diagnoses for specific subgroups of
patients. Commonly used supervised pattern recognitionmethodologymay not be themost suitable approach
to deriving image-based biomarkers in such cases, as it relies on the availability of categorically labeled data
(e.g., patients and controls). In this paper, we explore the potential of semi-supervised pattern classification to
provide image-based biomarkers in the absence of precise diagnostic information for some individuals. We
employ semi-supervised support vector machines (SVM) and apply them to the problem of classifying MR
brain images of patients with uncertain diagnoses. We examine patterns in serial scans of ADNI participants
with mild cognitive impairment (MCI), and propose that in the absence of sufficient follow-up evaluations of
individuals with MCI, semi-supervised strategy is potentially more appropriate than the fully-supervised
paradigm employed up to date.

© 2010 Elsevier Inc. All rights reserved.

Introduction

High-dimensional pattern classification has gained significant atten-
tion in recent years, and has been found to be a promising technique for
capturing complex spatial patterns of pathological brain changes
(Davatzikos et al., 2009; Fan et al., 2008c; Vemuri et al., 2009; McEvoy
et al., 2009; Hinrichs et al., 2009; Duchesne et al., 2010; Kloppel et al.,
2008). Importantly, pattern classification methods have begun to
provide tests of high sensitivity and specificity on an individual patient
basis, in addition to characterizing group differences. As the result, these
methods can potentially be used as diagnostic and prognostic tools.
Pattern classification approaches were shown to work particularly well
in the task of classifying patient populations from normal cohort in
various clinical studies (e.g., Alzheimer's (Duchesne et al., 2010; Fan
et al., 2008a; Kloppel et al., 2008;Misra et al., 2009), autism (Ecker et al.,
2010), schizophrenia (Fan et al., 2008b), etc.).

The state-of-the-art brain image classification methods work by
learning a classification function from a set of labeled training examples,
and then apply the learned classifier to predict labels of the test
data. These methods belong to the family of supervised classification

approaches and assume that the labels for all training data are available.
Depending on the machine learning method applied, there are many
different classification functions that separate a given pair of classes.
Support vector machines (SVM) have been shown to provide high
classification accuracy, and are among themostwidely used classification
algorithms in the brain MRI classification literature (Fan et al., 2008a;
Kloppel et al., 2008;Misra et al., 2009; Ecker et al., 2010; Fan et al., 2008b).
However, many disorders, especially progressive ones, are characterized
by uncertain or transient diagnoses for specific subgroups of patients. For
example, one might be interested in classifying subjects with mild
cognitive impairment (MCI) into classes that either exhibit or do not
exhibit future convergence to Alzheimer's disease (AD). Unfortunately,
many subjects are likely to have insufficient follow-up studies to be called
converters or non-converterswith high confidence. Training a supervised
classifier in the scenarios where diagnoses (i.e., labels) are uncertain or
unavailable may not be appropriate. Semi-supervised classification
approaches are specifically designed to handle cases where only part of
thedata is labeled. These approaches simultaneouslyuseboth labeledand
unlabeled data to infer a classifier that provides good classification of the
unlabeled data into the two classes.

Semi-supervised SVM (Vapnik, 1998) extend the theory of
traditional SVM to the case of partially labeled datasets, and offer
both the accuracy of traditional SVM, and the ability to use unlabeled
data to learnmore reliable classification functions. Additionally, semi-
supervised SVM have been shown to be more efficient than the
traditional SVM in problems with a small number of labeled examples
(Joachims, 1999). One of the reasons why semi-supervised SVM
learning can benefit from unlabeled data is that unlabeled data can
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help the classifier better learn the structure of the manifold on which
image samples lie. A schematic example of one of the benefits that
consideration of unlabeled data provides is depicted in Fig. 1. While a
fully-supervised classifier can be constructed to separate labeled
points as in Fig. 1(a), it fails to generalize well if the actual distribution
is more complex than the distribution of the labeled instances (i.e.,
Fig. 1(b)). In contrast, semi-supervised SVM considers both labeled
and unlabeled data, and may be more appropriate in the scenario
where the labeled population does not entirely reflect the structure of
the data.

The application focus of this paper is on Alzheimer's Disease (AD).
The incidence of Alzheimer's Disease (AD) doubles every 5 years after
the age of 65, rendering the disease the major cause for dementia, as
well as a very important health and socioecomic issue, particularly in
view of increasing life expectancy (Bain et al., 2008; Hebert et al.,
2001). Although most currently approved treatments are symptom-
atic and do not directly slow AD pathology progression, it is
anticipated that new disease modifying treatments will be available
in the near future. It is also expected that treatment decisions will
greatly benefit from diagnostic and prognostic tools that identify
individuals likely to progress to dementia sooner. This is especially
important in individuals with mild cognitive impairment (MCI), who
present a conversion rate of approximately 15% per year.

The task of predicting short term conversion to AD from MCI has
been addressed in the past with the help of fully supervised
techniques that aim at deducing a decision function from a set of
labeled images (e.g., normal control, AD, MCI-Converters, etc.)
(Duchesne et al., 2008; Fan et al., 2008a; Kloppel et al., 2008; Misra
et al., 2009). However populations of individuals with MCI are highly
heterogeneous. Previous studies suggest that some MCIs are close to
AD and will convert soon, whereas some will remain stable for over a
decade. Moreover, while some individuals with MCI may convert at a
faster rate than others to AD, some will never develop AD and others
may develop other forms of dementia. At the same time, some
individuals might be labeled with relatively higher reliability. For
example, AD patients are undoubtedly converters, as well as normal
control subjects are non-converters. Semi-supervised SVM do not
make use of uncertain labels when building a classification function,
but rather attempt to separate unlabeled data into two classes in such
a way that the heterogeneity of the data is disentangled, and that the
classifier agrees with the reliably labeled part of the data. As the result,

classification of MCI populations is likely to benefit from the semi-
supervised SVM.

In this paper, we explore the potential of semi-supervised pattern
classification to provide image-based biomarkers of progressive
disorders in the absence of certain diagnostic information for some
patients. We present a general framework that allows to detect
patterns of brain pathology using a high-dimensional semi-super-
vised pattern classification method that is not biased by the uncertain
information about the subjects' current diagnoses. We apply our
approach in the ADNI study, and investigate patterns of brain atrophy
that are characteristic of AD-like MCI, and which often predict
conversion to AD.

Methods and materials

Methods

Semi-supervised SVM
In the two-class classification scenario, the task of classifying images

into two classes (e.g., patients vs. controls) can be viewed as the task of
finding a decision function that separates the two classes in a high-
dimensional space. Traditional linear SVM algorithm (Vapnik, 1995)
finds this decision function as the separating hyperplane with the
largest margin, where the margin is the distance from the separating
hyperplane to the closest training examples. Given a set of points (i.e.,
images)X = x1;…; xnf g, and their respective labels {y1,…,yn}, the task
of finding a separating, i.e., classification, function f(x)=wTx+bwithin
the framework of traditional linear SVM could be formulated as the
following optimization problem:

min
w;b;ξ

1
2
wTw + β∑

n

i=1
ξi

s:t: yi wTxi + b
� �

≥1−ξi;∀i = 1;…;n

ξi ≥ 0;∀i = 1;…;n

ð1Þ

where the slack variables ξi are introduced to allow some amount of
misclassification in the case of non-separable classes, and constant β
implicitly controls the tolerable misclassification error. Fig. 2(a)
shows a simplified example of the supervised SVM for a two-
dimensional problem. Training examples that lie on the margin define

Fig. 1. Benefits of semi-supervised SVM. (a) Fully supervised classifier (represented by a dashed line) does not consider unlabeled data, and separates only the labeled points.
(b) Semi-supervised classifier (represented by a dashed circle) considers unlabeled data points, and may have a better generalization ability.
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